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Abstract

We approach the problem of stock selection from the perspective of
knowledge discovery in databases: given a database of several years of
quarterly information on over a thousand companies, discover patterns
in the data that will allow one to predict which stocks are likely to have
exceptional returns in the future. The database includes measures of
trends in the stocks’ prices as well as fundamental data on the com-
panies. For this task we employed the Recon system, which is able to
induce a set of classification rules or a neural network to model the data
it is given. To evaluate Recon’s performance in the stock selection task,
we paper-traded a portfolio of the fifty stocks ranked highest by Recon.
When trading costs were taken into account, Recon’s portfolio had a
total return of 238% over a four-year period, significantly outperforming
the benchmark, which returned 93.5% over the same period. The per-
formance is not attributable to growth/value or size effects alone. We
conclude that Recon is a valuable tool for stock selection.

1 Introduction

In the stock selection problem, one is given a large database of historical in-
formation on many stocks. The problem is to select from this universe of
stocks some portfolio which contains stocks likely to exhibit exceptional return

Recon™/SM ig a trademark and service mark of Lockheed Missiles & Space Company,
Inc., subsidiary of Lockheed Corporation, a Lockheed Martin Company.
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over a future period of time. For believers in the efficient market hypothesis,
any pattern in historical data which is useful in the above prediction task is
an anomaly. Jacobs & Levy (1987) suggest that “An optimal investment ap-
proach aims to capture directly the excess returns produced by anomalies in
a disciplined, coordinated manner.” Such a coordinated search for patterns
(anomalies) is precisely what many algorithms developed in the statistics, ma-
chine learning, and knowledge discovery in databases communities do. In this
paper we discuss our use of the Recon rule induction system (Simoudis, Livezy
& Kerber 1994, Kerber, Livezey & Simoudis 1995) to find patterns expressed
as understandable if-then rules, and the use of these rules to form portfolios
of high-return stocks.

The general class of problems that Recon addresses, of which stock selec-
tion is a member, is the supervised learning problem: given a database of some
arbitrary number of records (stocks, in this case), and some distinguished fields
which we would like to be able to predict given the remaining fields, discover
some useful patterns in the database and express these patterns in some lan-
guage. The language must be sufficiently expressive to allow a computer to
fill in missing values in the distinguished field in future databases of the same
type. The language should also be understandable so that an expert or analyst
can verify that the discovered patterns make sense, and so that important new
knowledge discovered by the system can be put to use by the analyst. A wide
range of problems fit into this framework; stock selection, bond rating, credit
scoring, and targeted marketing are just a few examples.

We obtained a database of quarterly information on 1,160 to 1,480 com-
panies during the period 31 Dec 1987 to 30 Jun 1993. For each company and
quarter, we have nearly one hundred different fields of information, such as
market capitalization, price-earnings ratio and trend information. The data
also includes each stock’s return on investment over the following three month
time period. Since we are interested in predicting whether or not a stock will
exhibit exceptional return, we defined a target concept for Recon to learn, the
exceptional concept: those stocks with returns in the top 20% in a given quarter
were marked as exceptional and the rest were marked as unexceptional. Re-
con’s job was to analyze a historical database and produce rules which would
classify present stocks as exceptional or unexceptional future performers.

Since we have defined our problem as stock selection instead of portfolio
management, this leaves us with the problem of how to evaluate the system.
We chose to use a simple method to form a portfolio from the stocks selected by
Recon, and then evaluate the portfolio using standard techniques for portfolio
evaluation.

We present an overview of the Recon system in Section 2, showing an ex-
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ample of the program’s output and describing how it captures salient statistics
from a database. In Section 3, we describe our experiments in stock selection
using Recon’s predictions of future exceptional performance. We perform tra-
ditional analyses of the Recon portfolio and also show how the style of the
portfolio varied over time in Section 4. Section 5 discusses related work, and
Section 6 presents our conclusions drawn from this experience with Recon and
stock selection.

2 The Recon System

Recon (Simoudis et al. 1994, Kerber et al. 1995) is an integrated system for the
exploration and analysis of large databases. The exploratory tools allow a user
to graphically define concepts and new features, and to visualize data. The
analytical tools include AutoClass (Cheeseman, Kelly, Self, Stutz, Taylor &
Freeman 1988), rule induction, and neural networks. In this paper we discuss
only the rule induction component, of Recon, but in future work we will apply
neural networks as well.

The rule induction algorithm in Recon is a descendant of the systems
described in Kerber (1991) and Kerber (1992). The algorithm searches through
the space of rules to find those that are likely to be useful in classifying items
in a future database. Some examples of rules that were found by Recon are
shown in Figure 1. For example, the first rule reads “If current assets
is less than 3.75 and normalized cash is between 0.0088 and 0.0272 then
predict unexceptional (low) return, with strength 1.526.” (These rules were
learned from ValueLine data. We are not permitted to show rules learned
from the database used in this paper, which was provided to us by an equity
management company.)

Each rule has an associated strength. Since rules may overlap, the class
(exceptional or unexceptional) that Recon finally predicts for a stock is
a combination of the predictions made by each rule. A rule’s prediction is
weighted by the amount of evidence supporting the rule, allowing Recon to
not only make a prediction but also to assign some measure of certainty or
strength to the prediction.

When used to learn a set of rules from a database, Recon’s rule induction
algorithm begins by first discretizing all numeric features. For example, the
price-to-book ratio might be segmented into three intervals which could be in-
terpreted as an indicator that a stock is an aggressive-growth, growth, or value
stock. All features are discretized using the ChiMerge algorithm described in
Kerber (1992). ChiMerge uses the training data, including the class label, to
build intervals such that the distribution of class values in neighboring intervals
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fﬂ Rule Viewer: All Rules

Rule # Strength Definition
=ls) -1,528 IF current_assets < 3,7500 b
AND normalized_cash 0,0088 <> 0,0272
THEN low
99 1,521 IF acid_test_ratio < -0,0480
THEM high
100 -1,519 IF pe_ratio > 10,25
AMD liabilities 492,85 <> 607,95
THEH low
101 —-1,496 IF bk_pershare 9,9150 <> 16,87
AMHD normal ized_networth O,1052 <F 00,1781
THEH low
102 1.495 IF pctret_nw < 6.23500 Ll
| I~
View Matches| WView Statistics
Icnnifyl Save as Text Dismissl

Figure 1: Example of rules learned by the Recon rule induction system.

is statistically dissimilar. The rule induction algorithm then begins exploring
the space of all possible rules. It begins with all single-antecedent rules and
then adds conditions using a combination of several heuristics to concentrate
on interesting rules, ultimately yielding a set of rules with high predictive
accuracy. Each rule is characterized by a set of statistics that describe the
(training-sample estimates of the) conditional distribution of the class given
whether or not the antecedent of the rule is true; thus, the search through the
space of rules is essentially just a search through the space of the multivariate
statistics of the data that are pertinent to the classification problem.

The Recon system allows an analyst to explore the discovered rules by
viewing the training cases that led to a particular rule’s creation, or viewing
statistics about a rule. One can also determine which features are important by
seeing which ones tend to participate in most of the rules. Similarly, features
which are never tested did not provide information useful to the classification
problem. Unrepresentative training data can yield rules that disagree with an
analyst’s knowledge of a problem; in such cases the analyst can edit the set
of rules, perhaps removing the offending rules. (For example, a court ruling
might cause pharmaceutical companies to perform well during one quarter,
causing Recon to include rules favoring these companies. The analyst may
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Figure 2: Out-of-sample returns (net of costs) for the period 31 Dec 1988 to 30 Jun 1993.

delete these rules if she believes the exceptionally favorable climate will not
continue in the future.) Once the analyst is comfortable with the set of rules,
they may be applied to an out-of-sample testing dataset (either future data,
or currently-available data that was held out of the training sample). For each
test case, Recon shows the relative strength of its membership in each class,
and can show the set of rules participating in the prediction.

Recon performs a search through a database to find statistically salient
rules, and presents them to an analyst in a comprehensible format. If the
resulting rules can result in superior performance in stock selection (or credit
scoring or other problems), a strong case exists for the use of a tool like Recon
because of the understandability of the patterns it discovers.

3 Stock Selection Experiments

To evaluate the stock selection models built by Recon, we formed portfolios
using its predictions and analyzed the resulting performance. Below we de-
scribe how Recon was used to determine a desired asset mix for a portfolio. To
evaluate Recon’s portfolio we use standard methods for portfolio evaluation,
comparing its performance to the appropriate benchmark (Figure 2).

Since we have only quarterly data, all trading occurs at the beginning
of each quarter and the resulting asset mix is held for the duration of the
quarter. At the beginning of each quarter, we use Recon to build a set of rules
that accurately predict exceptional return for stocks during the preceding four
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quarters. We then use the learned model to rank all present stocks.

For example, the portfolio held from 31 Mar 1993 through 30 Jun 1993 was
selected in the following way: Recon was trained on the four preceding quarters
beginning 31 Mar 1992, 30 Jun 1992, 30 Sep 1992, and 31 Dec 1992. During
training, Recon found many rules that were good predictors of exceptional fu-
ture return within the training sample. These rules were then applied to the
stock data available on 31 Mar 1993 (which did not include the actual future
returns, of course!), and the stocks were ranked according to Recon’s certainty
that they would exhibit exceptional returns during the coming quarter. The
top fifty such stocks were selected and a market-capitalization-weighted port-
folio of the stocks was purchased (because we did not have access to a portfolio
optimizer). Table 1 shows the portfolio selected by Recon on 31 March 1993.

At the end of each quarter, a new desired portfolio is computed, and
trades are executed to achieve the new desired asset mix. We assumed 1%
transaction costs (round-trip). On average, 80% of the portfolio was traded
each quarter. Compared with the appropriate benchmark, Recon’s portfolio
generates a cumulative return of 238%, while the benchmark returns 93.5%.

The key question in determining a benchmark is “If I didn’t use this man-
ager [Recon, in this case], what would I do?” (Sharpe 1995). We obtained
the data through an analysis contract with an equity management company,
and were not given a description of the screening process used in creating
the database. Thus, our best answer to this question is that we would have
bought a market-cap-weighted portfolio of all the stocks in the universe from
which Recon was selecting. This is the “Benchmark” portfolio in Figure 2. We
assumed 1% round-trip trading costs for the benchmark portfolio re-weighting.

Figure 3 shows “strictly out-of-sample” returns. We actually ran twelve
versions of Recon with varying definitions for “exceptional return” and varying
parameters to the learning algorithm, and produced out of sample returns on
the fourteen quarters from Dec 1988 through Mar 1992 for each version. There
were not significant differences among the returns of the different versions.
When discussing empirical performance tests using historical data, one has to
be very careful and forthcoming about the process that led to the results. Black
(1995) gives a concise description of the sin of data mining, mentioning many
of its incarnations. In statistics and finance the term data mining is meant to
connote poorly done experiments, leading to an error often called “training on
the test data” in neural networks® Thus we used a strict out-of-sample set, the

¢Unfortunately, the term data mining is overloaded: in the knowledge discovery in
databases community, it refers to the virtue of processing large databases and discovering
useful patterns and knowledge. To avoid confusion, we only use the term in its pejorative
sense in this paper, but in our other papers we use the term only in its virtuous sense.
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Table 1: Portfolio bought by Recon on 31 March 1993, showing name of security, return over
the following 3 months, and percent of portfolio. Return of portfolio was 11.58%.

Name Return % of Portfolio
Federated Department Stores 11.05 11.41
Synoptics Communications 19.17 7.45
American Power Conversion 17.83 5.92
Safeway 7.96 5.87
Marvel Entertainment Group 51.00 5.08
Storage Technology Corp. 57.29 4.33
Midlantic Corp. -3.43 4.24
Stone Container Corp. -33.94 4.08
BioGen Inc. 9.75 3.86
Arrow Electronics 11.81 3.86
ARMCO Inc. 0.00 3.16
Borland International 4.02 2.41
Public Service Co. of New Mexico 13.54 2.11
Gensia Pharmaceuticals 45.31 1.89
Pacificare Health Systems 12.50 1.81
Advanta Corp. 24.66 1.76
Tseng Labs -28.32 1.75
Data General Corp. -18.09 1.68
Cragin Financial -10.14 1.61
Showboat Inc. -12.39 1.39
Bally Manufacturing Corp. 37.50 1.34
Symantec 3.88 1.29
Centocor Inc. 22.22 1.17
Air & Water Technologies 27.27 1.15
Ladd Furniture Inc. -23.15 1.14
Synergen 9.41 1.11
Sizzler International -12.40 1.08
Maxtor Corp. -19.35 0.94
Novellus Systems 58.46 0.93
Western Co. of North America 27.00 0.93
Integrated Device Technologies 40.32 0.92
Dime Savings Bank of NY -24.00 0.91
Smithfield Foods Inc. 29.81 0.89
Lifetime Corp. 46.24 0.86
Western Digital Corp. -26.67 0.83
VLSI Technology Inc. 53.57 0.81
All 14 Remaining Stocks -2.99 8.02
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Figure 3: Strictly out-of-sample returns (net of costs) for the period Jun 1992 to Jun 1993.
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Figure 4: Mean quarterly returns for the varying-sized portfolios of stocks ranked by Recon
over the period Dec 1988 to Mar 1992, showing a 68% (one standard deviation) confidence
interval about each mean.

four quarters beginning Jun 1992 through Mar 1993. This data was only used
once, after we had picked one of the twelve versions. In Figure 3 we begin with
the same amount invested in Recon and the benchmark. Encouragingly, Recon
outperformed the benchmark significantly during the strict out-of-sample set,
returning over 32.2% on invested capital, versus 11.8% for the benchmark.
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Figure 5: A linear regression of Recon’s quarterly return versus the Benchmark.

Recall from above that Recon only produces a ranking on stocks, and it is
up to a portfolio optimizer to do the actual selection and weighting. We decided
a priori to use a simple portfolio that bought the top n stocks, weighted by
market cap. We used Figure 4 to choose n = 50. The figure shows clearly that
the portfolio of 50 stocks represented a good tradeoff of expected return and
risk. (Of course, risk tolerance is ultimately a personal choice.)

Over the out-of-sample period, the Recon portfolio had a Beta of 1.56
and Alpha of 1.24 (Sharpe, Alexander & Bailey 1995). This means that the
portfolio varied more widely than the benchmark, but also generated higher
return. Figure 5 shows the scatter plot of Recon returns versus the benchmark
and shows the fitted line with slope Beta and intercept Alpha. Looking only
at those points where the return on the benchmark was negative, we can see
that a fitted line would have slope even less than one, which means that in a
down market, Recon had a small Beta, a highly desirable quality. The mean
quarterly excess return over the benchmark for Recon was 3.47%. Recon’s
standard deviation was 11.8 versus 6.2 for the benchmark, so its portfolio was
more volatile—were the excess returns worth the increased volatility? The
Sharpe ratio (Sharpe 1994) for the Recon portfolio was 5.48, versus 1.85 for
the benchmark (assuming a risk-free rate of 5.89% per annum, the average
Treasury bill rate during the period). The results of paired t-tests show that
Recon’s quarterly return was higher than the benchmark at a 96% confidence
level, and Recon’s quarterly return was more than 1% higher than the bench-
mark at a 90% confidence level.
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Figure 6: Return of the Recon portfolio versus a custom growth/value benchmark and
market-cap benchmark. (No transaction costs were assessed on the benchmarks.)

4 Performance Attribution

There are several known effects which might result in superior performance
of a portfolio, such as the size effect and growth/value effect (Sharpe et al.
1995, Elton & Gruber 1991). If Recon’s performance is attributable solely to
one of these factors, then it has only discovered previously-known patterns.
We will show that this is not the case. Figure 6 shows the Recon portfolio’s
return and the returns of two custom benchmarks constructed to have the
same growth/value and size distributions as Recon’s portfolio. Recon still
outperforms both benchmarks.

Fama & French (1992) and Capual, Rowley & Sharpe (1993) find that
over various periods in history, value stocks, or stocks with low price-to-book
ratios, tend to exhibit higher returns than growth stocks. We analyzed Re-
con’s portfolio to determine to what extent its superior performance is due to
its growth/value weighting. The stocks in Recon’s portfolio were classified as
growth or value stocks using the procedure described by Capual et al. (1993).
At the beginning of each quarter, we sorted the universe of stocks by price-book
ratio, and picked a threshold such that the total market value of all securities
above and below the threshold was approximately the same. Stocks with a low
price-book ratio were classified as value and the rest were classified as growth
stocks. We then determined the percentage of Recon’s portfolio invested in
growth and value stocks. Figure 7 is an area chart showing the percentage of
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Figure 7: Area chart showing the percentage of the Recon portfolio invested in growth and
value stocks.

Recon’s portfolio invested in growth and value. Figure 6 shows the return from
a benchmark with the same weight as Recon’s portfolio in growth and value
stocks each quarter. Notably, the growth/value custom benchmark still gener-
ates roughly the same return as the original benchmark, so Recon outperforms
this customized benchmark by a wide margin. Thus, Recon’s performance
cannot be solely attributed to a value effect.

Banz (1981) shows that small-cap stocks (those stocks whose market cap-
italization is in the bottom quintile of all stocks) exhibit statistically signifi-
cantly higher return than large stocks. One might hypothesize that Recon’s
performance is attributable to its selection of small-cap stocks. Figure 8 is an
area chart showing the capitalization-weighting of Recon’s portfolio changing
over time. The results for each quarter were produced by sorting the universe
of stocks by market capitalization and creating four bins such that the same
number of stocks fell into each bin. For example, in 31 Dec 1988, stocks with
market-cap < $201M were classified as micro, those with < $561M as small,
those with < $1744M as medium and the rest as large. We formed a customized
benchmark by weighting each of the market-cap quartiles in the proportions
as they appeared in the Recon portfolio. As Figure 6 shows, the market-cap
custom portfolio gives even lower return than the original benchmark. Thus,
Recon’s performance cannot be solely attributed to size effects.

We have shown that Recon’s performance is not solely attributable to
growth /value effects or size effects, which supports the hypothesis that its
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Figure 8: Area chart showing the percentage of the Recon portfolio invested in micro, small,
medium, and large-capitalization stocks.

performance is due to stock selection within the styles that it chooses.

5 Related and Future Work

Much of the related work applying neural nets and other nonlinear modeling
techniques to the capital markets has focused on a single asset (usually an index
or derivative thereof), studying methods for using relatively high frequency
timeseries data to predict future prices and generate trading signals (Trippi
& DeSieno 1992, Hutchinson, Lo & Poggio 1994). Levin (1995) presents a
study very similar to ours, using neural networks instead of rule induction
to form a portfolio. In Levin’s work, a portfolio optimizer was used to limit
exposure to undesired factors and to contain turnover. Levin also used zero-
investment strategy portfolios (Jacobs & Levy 1993), which can be designed
to have effectively zero exposure to certain kinds of risk by holding long and
short positions. This would be an intriguing addition to our method.

6 Conclusion

Any modeling tool used for stock selection should produce a comprehensible
model. With millions of real dollars at stake, the ability to understand and
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interact with the model is a necessity. We believe that Recon’s ability to
discover patterns and present them as easily understood rules, explain why
it included certain rules, interact with an analyst to modify the rules, and
explain its predictions, makes it an excellent tool for financial modeling and
stock selection.

Recon’s rule-induction tool can be used to create portfolios of stocks with
exceptional return. Its method of ranking stocks can be used to create an array
of varying-sized portfolios, allowing investors to choose among them based on
their risk tolerance. The portfolio we selected significantly outperformed the
benchmark over four and a half years of trading.
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