L, JOURNAL,OF
EQONOMICS

ELSFVER Journal of Financial Economics 43 (1997) 29-77

Emerging equity market volatility

Geert Bekaert*“, Campbell R. Harvey*%¢

* Gruduate School of Business. Stanford University, Stanford. CA 94305, USA
Y Fuqua School of Business. Duke University. Durham. NC 27708, US4
“ Nationa: Bureun of Economic Research. Cambridge. M A 02135, 1'SA

(Reccived October 1995: final version received July 1996)

Abstract
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1. Introduction

It is now well known that equities from emeiging capital markets have vastly
different characteristics than equities from devcloped capital markets. There are
at least four distinguishing features of emerging market rctums: higher sample
average retumns, low correlations with developed market returns, more predictable
retumms, and higher volatility. Our research focuses on this last feature.

The question of why volatility is so different acruss emerging equity markets
is an important one. In segmented capital markets, risk premiums may be directly
velated to the volatility of equity retums in the particular market. Higher volatility
implies higher capital costs. Higher volatility may also increase the value of the
"option to wait’, hence delaying investments. Our research helps understand the
forces that shape both the time-series variation and cross-sectional dispersion of
volatility in 20 emerging equity markets.

We face a number of challenges in trying to understand volatility in emerg-
ing equir' markets. Fisst. given the ¢ idence of nonnormalitics in the market
relulns osec Haney, 19%0a), it is unlikely thar the standard implementation of
autoregressive conditional heteroskedasticity (ARCH) models (see Engle, 1982;
Bollerslev, 1986) is fruitful. As a result, we study models that explicitly account
for leptokurtosis and skewness. Sccond, given the existing evidence on retum
predictablity (see Bekaert and Harvey. 1995), our variance specifications allow
for time-varying conditional means. Third, our models of both the means and
volatility are designed to let the relative importance of local and world informa-
tion shift through time as emerging equity markets become more or less integrated
into world capital markets. Indced, pant of our goal is to document how this rel-
ative influence changes through time. We argue that the increasing impact of
world factors on volatility in some countries is consistent with increased market
inlegration.

Afier studying the time-series properties of volatility, we use our conditional
vanance cstimates to analyze the cross-section of volatility. Following Schwert
(1989ab), we investigate whether the cross-sectional dispersion in volatility is
related to a number of macroeconomic and microstructural variables as well as
mcasures linked to financial and economic integration.

We also use our cross-sectional framework to investigate whether capital mar-
ket liberalization policies affect volatility after controlling for other factors that
might affect volatility. The evidence in Kim and Singal (1994), based on av-
erage volatilities, suggests that volatility increascs. De Santis and imrohorogiu
(1996) find no significant impact on volatility. As is clear from Bekaert and
Harvey (1996a,b), insight on this issue is of great importance for policy makers
in developing markets who may be weighing the costs and bencfits of various
liberalization initiatives.

The paper is organized as follows. Section 2 presents the distributional charac-
teristics of the emerging market data. The third section presents the econometric
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time-series models. Section 4 contains the empirical results. In the fifth section,
we present an analysis of the cross-sectional patterns in volatility and detail how
capital market reforms affect volatility. Some concluding remarks are offered in
the final section.

2. Data and ssamary statistics
2.1. Sources and preliminary analysis

Data are availale for 20 emerging markets from the Intermational Finance
Corporation (IFC) of the World Bank. Summary statistics for U.S. dollar retumns
are presented in Tablc | for the period January 1976 1o December 1992. The
statistics include the average (annualized) anthmetic retum, annualized standard
deviation, and the first-order autocorrelation. Each country’s total retumn index 1s
based on a value-weighted portfolio of secuntics that represents about 60% of
the market's capitalization.

The emerging market retumns are characterized by high unconditional volatility
ranging from 18% (Jordan) to 104% (Argentina). There are 12 emerging coun-
tnes with volatility higher than 33% (Argentina, Brazil. Chile, Greece. Mexico,
Nigeria, Philippines, Portugal, Tarwan, Turkey, Venezucla, and Zimbabwe ). Three
additional countries have v-latility greater than 30% (Colombia, Indonesia, and
Korez). Both the range and the magnitude of the volatilities are much greater
than found in developed markets. Using the same sample period. Harvey (1993)
finds that volatility in developed markets ranges from 15% (U.S.) to 33%
(Hong Kong) with an equally weighted average volatility of 23%.

In focusing on emerging equity markcts, a natural concern arises regarding
potential survivorship biases. Harvey (19952) shows that the pre-1981 data in
nine countrics is ‘backfilled’ by the IFC. That is, firms are selected i 1981, and
their price data are then recorded back to 1976. However, his .a2lysis shows
little difference between the 1976-80 data and the later data. More fundamen-
tally, some of the countrics in our sample (such as Argentina} have emerged.
submerged, and re-emerged. A sample of the most recent 18 ycars will likely
produce biased statistics because this sample does not include the submerged
period. This argument is articulated and supported with simulation evidence in
Goetzmann and Jorion (1996).

2.2. Distributional characteristics

Evidence that many of the emerging market retums depart from normality is
also presented in Table 1. If the data are normally distributed, then the coeffi-
cients of skewness and excess kurtosis should be equal to zeruv. Richardson and
Smith (1993) and Harvey (1995a) test for normality of equity retuns based on



G. Bekaert. C. R HarveviJournal of Financial Econontics 43 (1997, 29 77

32

(1000>1 [loo'o>1 (08T 1) (g0l

RN L0999 1 66'LT 196t 1660 100°0- T4 4 91T 109¢L B2I0Y
[voo'0) Izzool (1or'0n) (FdF4i}]

681 0911 19°¢L L1e uro 0000 Rl SLOL 1064 uepiof
Ivze0l fzecol (rto) F T4

1s°0 TR 90 6170~ 4 N} SHT 0 orey U~ 1006 BISHUOPAI]
{1000>1 lzev ol (royn) tenz'n)

Sl .99 N9 P 7990 6L0D 91Le 0T'0e 1092 BIpU|
{1000>]) looo>) (e’ (£r+0)

A6l 90LS 219 LWL £ER1 o £19¢ Lyt 109, 031D
fioo0>]) fuxro=>1 leso'D) (scv o)

A8 e N AT S0t 0L | o8P 0 86 1§ P 10°sY elquejo)
{1000>) lecorol Qg1 (9¢t0)

190 .s¢Th Lo 9 e 1860 LOTRY) Bt6t LY9¢ 109¢ oY)
froo>} fcoool (rye o0 (e

| oLl o1¢) alo ! 6150 6T0 0 oY otze 10°9L j1zeig
Liowo>] frovo >} (6oNy (e o)

e IS LY IR $T . 196 | 500 0L g0l LRLY 109, sunuadiy

Ay o o/ SISouny sSuUnaRy AP PIS uRd ung Anuno)

Ansofowoy anbaepr esogy WIND S8 uongp Lo
. [, _..C..} ——0&:35(
Jo _cu.jtg.v ._3:3..5.:...

SONTAALIN MY [oungtisi (V)

suan e nbd Juiliswd jo sosuddrieyd [ruonnquisi(l

1 9198l



33

r

G. Bokaert. C.R. 1

arvey{ Journal of Financial Economics 43 (1997) 29 77

RO

8§l

-9l

L60

0

f1o00>1
WARYY
[too 0>
PP RE
{1000> |
L6951
tovo>]
9016
{6ty 0]
€9y
fiov0>1
L69°€TH
[ooo>)
ATIT
000>
PYLEY
ltono>1
IEPSS
o>
RL6EN
[loo0o>]
$6'FT

itetal
TRy
900l
L
lovo=)
. O'RP
190tr0)
6t 01
len ol
e
FOY
£L I
[yzool
vt
1Enol
[N
(Ro0-ol
$L'6
FAGY0]
ITR
isti0)
t1e

oRe t)
con't
(s )
te)'t
(gL o)
RT6'0
(Tst'l)
9T’
(H§9°0)
6560
e
6L0S
(xoxo?
il
(Zre'e)
ERE6
([tst)
oET
(0oL 1)
ray'{
(8Ly1)
91T

(90t 0)
Mo
(290l
Loty
s}
st |
(505°0)
60 -
(txZ0)
2 R
(yis 0l
Nes |
(ulr o)
Lyr )
LEE9 )
Y, 1 4
(3vr )}
[FY A
(rep o)
YIR'o -
{6ls0)
6£90-

LiN N

Ly a

o

PLOO

LRT0

LA

0§70

SRO0

R0

00

(18 49

LN

L ¥

69T

66 Lt

ROLT

Yoy

Lol

LY

Lt

tt IT

e

6t "0t

el

109¢

foysn

LR

1094

'Sy

[AVN 23

10's8

to'sy

sy

109

1068

dmgequuty
RIANZIUIA
Kayan g
puepeyy
uBmiBj
|ednuiog
saurddiiyg
umgiyeq
LTEY TN
0NXIP

eisAeiajp



34

saN(BA [BOUUY RaUWI g g 0 Buiproare suonafu doudp sidursiadne snid 41 18 IWIND Y eyt (npaamod asow saRed
1SOW U1 208 S1S9) ISOY | “(SUOURAIINQO 76| 10) CL8'() PUE SUMIEAIISQO §R 0] RLR'() 1S9 AOWIWS -ACJOBOW(0YN i 10} PUB (SUOLIVAINGO Zh! J0) €ER'S Pue
SUONEAINSGO R 10) p6§'§) 1593 INIBr XY dY) J0) PABNIJED OS|B 2w $IN(EA (LU (RIUIGULY 1) dnbusp wdG Y1 J0) Paunda A uoHNYUIRIP (7). 4 A
UO PISTG SINJBA-/ “1S3) UOLNQUUISIP AOWIWS- AsoBowW |0y 3y) pue ( Zga] ) Inbinf wadg Ay 's183) ANjEULIOY PIBPUEIS OM) SLOG) 05[B W [SUBd "SIIMMYIOD
SISOUNY PUB SSOUMINS SHOLIEA YIim SUOHNGLISID [FULIOU JO MRIXIW Y1 0} AR 1531 ) Jo Jamod g sundas saquny g Jaued v jdued Uy papodas st pus
SUONBAJISQO |0 JOQUINU JIBAMAL MYI Yiim saiqrues (|'QIN Jo <opdures g00°s of st a4t Buididde £q paimiaudll sem SRIES (B2 SIYY %5 IS Yum 13
© 204 onjea |eanud jeoindwd M 0 Juipiodae uonaola e saoudp idudaadns snid sy dqeues (2),/ ¢ 58 painquIsip AjjedtioldwASP 51 MSUNS PlEA 4L

(1661) SMaIpUY U1 se yipimpurq [ruindo ur yum |Jwdy udjueg ¥ Butsn
UOHE[ILOD JBLIDS J0) S1D3L0D PUP JUASISUOY KJINSERYSMUaMY <1 udpdwred Y1 Jo XLPW J3UBLIBAOD INUBUIA Y] PONOCAI K1 0432 B SIUIDYIOI A
1my1 sisoykedAy (jnu oyl §o 1533 pleay B wody anjes-d 3] uoiipuod Appeuoloyuo snoj UM WNSAS NG PIYRUIPL APSEXI U UL S3uRLIEA PUR UBOW Y}
Yin Suofe pajewnisd Apuiol e SISOLNY SE30XD PUB SSIUMINS JO SIIINYIOD DY) ¥IdNIRIQ UL $IN|EA-d PUR SIRAIUNRD Ul B IO PIBPUBIS JUIIBISUOD
-KUSNSTPIYSOINH ToHL 29QUISIA(] U1 SPUd Mdues oyj MBIOP § () ut PAaImRdES pue vonmiodio ) suBuLf (FUOHBWNU) WOJ) B SW A|Yiuow ||V

G. Bekaert. CR. Harvey [ Journal of Financial Econiomics 43 (1997) 29 77

00 001 00001 Ll 00001 00001 b66'S x
00 001 00001 T4 001 X1]] 00001 SEr'9 000's
K00 86 %6 Y] ooot 000! 0LEL 000'C
LT or6% I 00 00 00 001 LT4Y 000'1
Lot (4] 1186 9 9% 00| 21 44| [A'T4
ps LS OUit ts §6 vlte 9t°| O8RS €1 4.
9R'LE 9’y Y | il 96| tovel 1]
gy oy T6P - nyy S0 0y m $1 oy mjes Qo0 #
6wl -w SO0 LN 0 0w LE LT
1 L] ta b | % PN

dAnEUdE snoues uiede 1m0y

SIS ANPRaou Jy 0 i fo danod {g)

(panunuoa) | Aqey



G. Bekuert. CR. Harvev!Journal of Financial Economics <3 (1997, 39 77 35

Hansen's (1982) generalized method of moments (GMM). The following system
of eguations is estimated for each asset i:

€y =y — N, .

e =y —py - 1,.

e =(re — 1)) 9, 7 — sk, )
eqr = {(ry - ') 1,7 =3 - xku,

where u is the mean, ¥ is the vanance, sk is the skewness. xku ts the excess
kurtosis, and ¢, = {ey,, €, €3, €]’ represents the disturbances, where Efe.] = 6.
There are four orthogonality conditions and four parameters, implying that the
model is exactly identifind. The null hypothesis that the coeflicients of skewness
and excess kurtosis are zero is tested with a Wald test.! We also present the more
traditional Bera-Jarque (1492) and Kolmogorov-Smimov tests for normality.

The GMM 1est suggests :hat the null hypothesis of unconditional normality
can be rejected at the 5% level in 15 of the 20 emerging markets when mea-
sured in U.S. dollars. The Bera -Jarque (Kolmogorov-Smimov) test provides ev-
idence against the hypothesis of normality in 18 (15) of 20 countries. These
results are consistemt with Harvey (1995a) and Clacssens, Dasgupta, and Glen
(1995) Monte Carlo analysis of the GMM test statistics suggests that only five
couniies (Argentina, Colombia, Greoce, Korea, and Turkey) exceed the empir-
ical critical value for a test with size 5%. There are two additional countnes,
Brazil and Thailand, whose test statistic is very close to the empincal cut-
ofl. However, the Monte Carlo analysis of the Bera-Jarque and Kolmogoroy-
Smimov tests suggests that 18 and 15 countrics, respectively, exceed the critical
value.

The second panel in Table | investigates the power of the GMM normality
tests. The data generation process under the null is a standard rormal *:stribution.
Under the altermative, we use a mixture of normai distributions model with a mean
equal to zero and a variance cqual 10 unity but with five different configurations
of the skewness and kurtosis coefficients. For the sample sizes that we facc and
given the high point estimates, we believe that the data are more likeiy to have
been drawn from a distribution that departs from normality.’

‘Richardson and Smith (1993) present this gencral framework. However, our weighting matnx s
based on the spectral density at frequency zero with an optimal bandwidth which follows Andrews
(1991). An alternative approach, prescnted in Harvey (19953). s to set sk and xku equat to zero and
estimate an overidentified system. This results in a 1 test with two degrees of froedom.

ZAnalysis of the power of the Bera-Jarque and Kolmogorov-Smimov tests are available on request.
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3. A world factor model of conditional variances
3.1. The general model

Let 7, represent the arithmetic excess retum on the national equity index of
country ; in U.S. dolars. Our model has the following general form:

e = flop-1 T oEy (2)
For = Tog- 18w + €0 (3)
(6., = Ele, 1 h}=c,+ i,V + B, +iS.€, - 4)
€ =065, (5)

where /,_, is the information available at ume ¢ — 1. The conditional mean retum
for country i is given b, g, ,_-. The unexpuected portion of country i's retumn,
.-, 18 d1iven by in pant by world sh ks, &, as well as a prrely idiosyncratic
suuck, ¢, ;. The uependence of locai shocks on world shocks is determined by
t,,- 1. The local idiosyncratic standard deviation is o7, and =, , is a standardized
residual with zero mean and unit variance. Finally, §,, is an indicator vaniable
that takes on the value of one when the idiosyncratic shock is negative and zero
otherwise.

The model that describes the world market returns and variances is a special
case of (2)-(5). with i = w, 0], = 0., Cus-1 = 0. and .\ = 8. X4,
where X;_; represemts a set of world information variables including a constant,
the world market dividend yicld in excess of the 30-day Eurodollar rate. the
default spread (Moody's Baa minus Aaa bond yields), the change in the term
structure spread (U.S. ten-year bond yield minus three-month T-bill yield), and
the change in the 30-day Eurodollar raie. These variables are designed to capture
fluctuations in expectations about the world business cycle (see Harvey, 1991).
All of these information variables are lagged.

The generalized autoregressive conditional heteroskedasticity or GARCH(1,1)
specification in (4) is the Glosten, Jagannathan, and Runkie (1993) and Zakoian
(1994) model, which accommodates asymmetries in the volatility of equity re-
turns. Engle and Ng (1993) find that this model performs better than other asym-
metnic models in Monte Carlo experiments. It is typically found that 7, > 0, that
is, negative shocks increase volatility by more than positive shocks (see Black,
1976; Christie, 1982; Schwert. 1989a; Nelson. 1991; Glosten, Jagannathan, and
Runkle, 1993). One explanation is that the leverage of the firm increases with
negative returns, inducing a higher volatility. These leverage effects will most
likely be found in firms that already employ considerable debt financing. While
we do not have data on the debt—equity ratios of individual firms in the emerging
markets, many of the countries themselves are highly levered. Hence, it scems
important to allow for the possibility of asymmetries in the variance function.
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Note that for the emerging markets, asymmetry is defined through thc idiosyn-
cratic shock. Any potential asymmetry in the world market retum variances enters
through ¢, ,.

Furthermore, we assume

Efe.e,e [l =0. Vi#j, (6)

Ele..fws 11211 =0. Vi. )
Hence, the mndel implies

Ele}, (V-] = ], = tusm100, + (0, V. (8)

Ele furlli 0] = "u-ldf,, = Giut- (9)

We will explore two parameterizations for g, ,_; and t,,_ | so as to allow for
both local and world influences in the mean and the vanance. In both cases.
the influence on volatijity is allowed to change through time as a fun.tion of
local variables that contain information regarding the country’s degree of financial
and economic integration with world markets. In the first parametenization in
Section 3.2, ., and r, . are assumed to be linear in the information variables.
The second paramctenzation proposes a nonlincar model. Section 3.3 discusses
our distributional assumptions zbout the scaled residuals, and Section 3.4 outlines
the construction of the likelihood function. Finally, Section 3.5 describes our
specification tests.

3.2 Conditional meun and variance specification

3.2.1. The linear model

In integrated world capital markets. shocks to the world market retum aff~ct
all countrics that have nonzero covariances with the world market. Bexaert and
Harvey (1995) develop a model of the conditional mean retur in emerging
markets that allows for ume-varying influences of both local and world factors.
We apply the same type of intuition to our variance model. That is, as a market
becomes more integrated. hoth the conditional mean and the variance should
be more influenced by world factors. Our first model focuses primarily on the
conditiona! variance. We let g, ,_, and r, ,-; be lincar in the information vanables
(linear model):

Hag-1 = ‘s:,ix:.l-l + Jile—l . ”0)
Lot = g0 + 41 X00-) - (1

where X, _; is defined as before and X, ,_ represents the local information vani-
ables: a constant, the equity return, the exchange rate change, the dividend yield,
the ratio of equity market capitalization to gross domestic product (GDP), and
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the ratio of trade to GDP, all of which are lagged. Hence, the conditional mean
depends on both local and global variables but the weights are kept fixed over
time. The evidence in Garcia and Ghysels (1994) suggests that if expected returns
in emerging markets are conditioned exclusively on world information variables,
there is evidence of structural instability in linear models.

In Eq. (11), X;,_, includes market capitalization to GDP and the size of the
trade sector (exports plus impons divided by GDP), both of which might proxy
for the degree of integration. When capital markets open up to foreign invest-
ment, the change in the marginal investor typically increases the ratio of market
capitalization to GDP. Intemational trade may enhance the cross-country correla-
tion between consumption and business cycles which, in tum, can lead to prices
of risk and or risk exposures moving together, even when capital markets are
segmented. Hence, the dependence of the conditional vanance on world factors
is allowed to change with the degree of integration.
2.2.2° The nonlinear maodel

it the uuphincar modei, the influence of local and world information on the
emerging market’s expected retums is also allowed to change through time.
Following Bekaert and Harvey (1995). we let

By = O k8 X0+ (=0, XEX, 1), (12)
The parameter @}, ,_ | represents the importance of the world information varniables.
We restrict
CAX Y
T+ AX, )

INES |

14— ( '3)
to fall in the range [0.1]. Note that the nonlinear relation in (13) implies that the
relation between X, _, and 0,,_; need not be monotonic over the sample. This
is useful when market capitalization increases because of local factors. such as
the introduction of a private pension plan.

We also let

o1 = ::wr.r—l . (14)

where ., is a scale parameter and ¥, -, represents the importance of the world
shock, which is also restricted to fall in the [0.]] range:

‘c:x:.l—l ’:
1+ (;:xl..l—l ): '
As with ¢, ,_1. ¥,,. is a time-varying, nonlinear function of local information
varigbles that proxy for the degree of integration.

This nonlincar model is related to, but different from, the factor ARCH models
of Engle, Ng, and Rothchild (1990, 1992). King, Sentana. and Wadhwani (1994),

¢..:-| = (15)
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and Diebold and Nerlove (1989). In these models, a world factor is allowed to
influence volatility at a constant rate. In the special case where 0, _, =y, ,_ =1
for all ¢, the variance model is similar to the Engle, Ng, and Rothchild model.
If 6,_. =1 and &, X,_, is the world market premium, then the x, coefficient
in the conditional mean specification can be interpreted as the constant factor
loading in a world capital asset pricing model. These factor models also imply
the restriction &, =¢,. We perform tests of x, =, and 0,,-, =¥, both jointly
and separatcly. In contrast to the factor ARCH models, our specification allows
for both local and world influences in the mean and the variance. Importantly,
the influence 11 allowved to change through time as a function of local variables
that contain information regarding the country’s degree of financial and economic
integration with world economic markets.

3.2.3. Implications Jor conditional carrelations

The covariance dynamics of the model in Eq. (9) have two importamt implica-
tions. First, the covariance with the world market return is positively related to
the degree of market integration. Second, the covariance with the world retum
increases in times of high world market volatility. As such, our results contribute
to the recent literaturc on irternational stock market linkages.

The two stylized facts ofien noted in this literature are that the process of
globalization and deregulation has increased the coerelations between stock mar-
kets over time and that the correlation between markets nses in periods when the
volatility of markets is large (for example, around the October 1987 crash). How-
ever, the empirical evidence, particularly on the first fact, is mixed. For example.
although Longin and Solnik (1995) document an upward trend in international
corrclations, King, Sentana, and Wachwani (1994) argue that the increase in
correlations may be transitory and related to the October 1987 crash.

In the empirical section. we focus on two statistics. The first is the correlation
of the cmerging market retum with the world market retum. The world market
correlation in vur model 1s given by

Pe = G Dot - (16)

04

Hence. comrelations increase when markets become more integrated o when world
market volatility is high relative to local volaulity The latter mechanism is the
only one present in the model of King, Sentan2, and Wadhwani {1994) 1o induce
higher correlations between markets. A trend in the cormrelations can only arise
when the factors in their moael exhibit integrated GAP.CH behavior. Below. we

3See King and Wadhwani (1990), King. Sentana, and Wadhwani (1994). Longin and Solnik (1995).
and Karolyi and Stz (1996). Erb. Harvey. and Viskanta (1994) show thar correlations are higher
i down markets and during recessions.



40 G. Bekacrt, C.R. Harvey [ Journal of Financial Economics 43 (1997) 29 77

graph the conditional correlations implied by the model. We also investigate their
behavior postcrash and post-liberalization relative to the full sample.

Second, we examine the proportion of local variance accounted for by world
factors. The following variance ratio is computed:

r
VRLI _ [ Bd

2
Oy

— € [0.1]. (7
N

Using the definition in (9), we can equivalently write:

Crt— 1T

VR, = 3
(’I.l

(18)

The variance ratio can be decomposed into three pieces representing the degree
of integration, the correlation. and the volatility ratio. respectively,

: T .t T s
P o T

“I lﬂ‘t,! 7,
VR, , gives an indication of the proporuion of the conditional vanance that cannot
be explained by local factors. We will also examine the time vanation in VR, ,
post-crash and post-liberalization.

3.3. Distributional assumptions

We show in Section 3.4 that under certain conditions the joint likelihood of all
the data collapscs into the univaniate models descnbed 1n (2)-(5). This makes it
panticularly casy to accommodate different distributional assumptions in the stan-
dardized residuals. In particular, there are three different distributional assumptions
in the general model:

Model 1 : Suldioy ~ N0, 1),
Model Il : St~ (19)
N, 1.6,0). wp. p,.

Model 11t : Salh-y ~
Hh-1 {NU‘:.ZNG:.Z)‘ w.p. (- p).

The first model is the standard normal formulation. The second model introduces
a t-distribution with v, degrees of freedom. This is a one-parameter extension of
model 1. While able to accommodate fat tails, the assumed distribution in model
Il is symmetnic.

The third mode! is designed to capture both fat tails and skewness (which quite
a few of the emerging markets exhibit). Model Ill is a parsimonious version of
semiparametric ARCH (SPARCH) (see Engle and Gonzalez-Rivera, 1991; Gray,
1995). Since in ARCH models the conditional mean of the standardized residuals
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1s equal to zero and the conditional vanance 1s equal to one, additional constraints
necd to be imposed:

S = iy LTUR
1,2 1 _ p‘ D
h) hi h (20)
R [ - Py —{pu, + (= pugs)
= v I - P .
Hence. this model 1s a three-parameter extension of the standard model.
3.4. Estimation
Let r, = [ru.ri; ¥a4.-.-.ry,) and let Z, represent the vector of instrumental

variables usced in the model. Hence. the informat.on set I, in our model consists of
[7/.Z)'. Rather than maximizing the joint likelihood of all the data. we simplify
the problem in two major ways.

First, we do not mode! the dynamic behavior of Z, and maximize the condi-
tional likelihood function f the returns data. Second. we estimate the resulting
likelihood function for the retum data in two stages. In the first stage, we es-
timatc the world market retim model. The sccond stage estimates the model
(2)-(5) country by country. conditioning on the world market model estimates.
We report White (1982) standard crrors that are robust to misspecification of the
distnibution of the error terms. However, we do not correct for the sampling error
cf the world market model parameters in the first-stage estimation. This approach
yields consistent but not necessarily cfficient estimates.

Appendix A formally shows how the joint likelihood function of all the data
collapses to 21 univanate models. Important assumptions underlying our country-
by-country estimation are: (a) the density of r., conditional on J,_, (for our
nonlinear model. for example) depends orly on 0, =[8..c..2..8.] and not or
any 0, ={8.¢,.2,.0,.%.5.4.£] for all i: (b) the density of r,, cunditional on
l,—, and r., depends on [0.,0]] and not on any @, j # i: and (c) *he individual
idiosyncratic shocks are independent across emerging markets and independent
of the world market shock. In the case of normal innovations, this follows from
the assumptions in (6) and (7).

3.5. Specification tests

Our specification tests arc inspired by the presentativa in Nelson (1991). Con-
sider the standardized residuals, 2,,=¢,, a,,. for . = L.....N.w. Under the null
hypothesis that the model is correctly specified.

(@) E[z.,]=0,
(b) E[z}, -1]=0.
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(¢) E[2.%..1=0, j=1...k.

(d) E[#, -sk]=0,

(e) E(3, ~ku)=0,

() EWS, —IX3,_,-Dl=0, j=1_ .k, (21)

where sk, represents the skewness parameter and 4w, is the kurtosis. The correct
specification of the conditional mean is implicit in (21c). The conditional varniance
is in (211). In (21a,b.d.¢). the unconditional moments of =, are compared to those
predicted by the model.

In the standard setup (model 1), sk, = 0 and ik, = 3. For model I, the
skewness is also equal to zero but the kurtosis is kv, = 3(v, — 2)/(¥, — 4). For
the SPARCH model, the skewness is

sk, = PR, + 367 )+ (1= PG +36254,0) (22)
and the suntosis is
ku, = p(6fi; 67, + 367, + fit)) + (1 = pN6ji; 67y + 367, + fita). (23)

Notice that the SPARCH model collapses to model | (ku, = 3, sk, = 0) when
P = L et = 0, and ag,) = l

Much like our normality tests. it is straightforward to use the generalized
method of moments to conduct specification tests. However, in contrast to the
normality tests, the specification tests will be based on moments from generated
time scrics. The conditional mean specification is tested by setting £ =4 and
obtaining a z° statistic from (21c). A similar test is conducted on the conditional
variance in (21f). The distributional assumptions of the model are tested by ex-
amining (21a,b.d.c). This results in a 7 statistic with four degrees of freedom.
it is also possible to jointly test all of the restrictions. With & = 4, there are 12
degrees of freedom in the test statistic.

In Appendix B, we examine the small-sample distribution of these test statistics.
In the empirical work, we will present p-values based on the y*-distribution,
but will also indicate rejections (at the 5% level) relative to the small-sample
empirical distribution.

4. The time variation of volatility in emerging markets

We structure our discussion of the results in four parts. First, we discuss the
estimation of the world market return model. Second, we examine the parameter
estimates of the world factor model and the diagnostics. Third, we detail the time-
varying correlation with the world and the importance of world factors. Finally,
we examine two individual countries in greater detail.
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4.1. The world market return model

Since the world market variances, shocks, and expected retums are critical
inputs in our univariate emerging market models, it is important t0 sclect the
best model. With three distributional assumptions and the potential presence of
asymmetry. we estimate six different models. Table 2 summarizes the specification
tests. There is evidence against the two models that assume a t-distribution for
the standardized residuals, but none against any of the other four models. There is
pronounced asymmet-y: the likelihood ratio tests reject the nuil hypothesis of no
asymmetry in all three cases and the 7, coefficients arc highly positive. In fact. the
B. coecflicients are small but negative so that the asymmetric world market retum
model displays strong asymmetry: the conditional vanance decreases following a
positive shock.

While the expected return estimates are very highly correlated across atl mod-
cls, the conditional vanance process depends cntically on whether asymmetry is
allowed. The correlation between the conditional variances resuiting from esiimat-
ing the same GARCH model with different distnbutional assumptions is between
0.96 and 0.98. However, the correlation between the conditional vaniances result-
ing from the normal and from the normal/asymmetric model is only 0.39. These
conditional variances are graphed in Fig. |.

To obtain an absolute ranking of the fit of the different models. we regress
the squared residuals onto the esiimated conditional vaniances as in Pagan and
Schwert (1990). The models accommodating asymmetry have substantially higher
Rs than the other models. The highest R? was recorded for the normal model
with asymmetry, which we therefore select as the world market retum modet to
be used in the remainder of the paper.

4.2. World fuctor model and diagnostics

To choose among the 12 specifications (six each for the lincar and nonlincar
models: there are three different distributional assumptions as well as the asym-
metry possibility).* we use the four specification tests. When the specification
tests are ambiguous, we follow Pagan and Schwert (1990) and regress €7, on g,
and choose the model with the highest R®.

Table 3 presents the specification tests and model diagnostics for the world
factor model. The SPARCH distributional assun:ption is used in six of the 19
countries and the normal is used in the rest. Significant variance asymmetry is

‘A number of sieps were taken 10 maximize the chance that we achicved the global optimem i the
estimation. We begin with the simplest model (normal without asymmetry ) and estimate using at
Jeast ten different scts of slarting valucs. We use the final parameter estimzies as startng valucs in
the more complex moucis. In addition. the candidate global optima for cach model arc ‘confiemed’
by shocking the parameters in the vicinity of the candidate global optimum.
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World Conrditional Variance

(A} 0012 Tttt mmmenn T T T T
Normal NormavA ;
001 | or {
Nl
0008
0006
0004
0002
| S —_——— ———— e
SR aTrerE?3:083858088855
5555555555828 388858888¢
World Co. htional Variance
‘8 vt - —— - Tt T - s
! F_ y
oot | ; Normal/A T-gisUA SparcNA !
0 008 o S ,
i
1
0006 i
0004
0002
| J— e —
R REfer2293583838588823
55655625553858288888583¢

Fig. |. World conditional variances.
Panc! A presents the fitted world conditional vanance from the GARCH model with normal stan-
darhized residuah with and without asymmetry. The model (with asymmetry) is
for 2 fuye 3 * taa, 0‘:,, L 1-"::_,_. + ﬁ-*-‘:_,_| - }'-S-.i‘-‘:.,_,l- bug - Ou fluy.
where r,, is the US. dollar return on the Morgan Stanley Caputal International World portfolio.
Hur- 1 15 the conditional mean, S, , 15 an indicator vanable which takes on the value of onc when
the unexpected mean return is negative and zero otherwise, and 2., 15 2 standardized residual with
reto mean and unit varisnce. The conditioning information for the mean includes: a constant, the
world marker dividend yield in excess of the 30-day Eurodollar ratc, the default spread (Moody's
Baus minus Asa bond yiclds), the change in the e structure spread (U.S. ten-year bond yield minus
three-month T-bill). and the change in the 30-day Eurodollsr ratc. In pancl B, the fisted values for
the conditional variance with asymmetry are presented with three different assumptions on the emmor
structure: normal, (-distibution, and SPARCH (mixture of normals).
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Table 2
The wurld market return model

The following model is estimated:

- . A Al ‘) -
Pt = Mgt “duge Ony =00 v 2a0; v Butg ) v 0aSaniD )0 i T Buglan

where u, ,_y ~8.X,_| and X,_, rcpresems a sct of world information vanables which includes a
constant, the wurld manxet dividend yicld in excess of the 30-day Eurodollar rate. the defaubt spread
(Moody's Baa mmus Aaa bond yiclds). the change in the term structure spread (U.S. ten-year boad
vickd minus three-month T-bill vicld). and the change m the 30-day Eurodollar rate. All of these
information variables are lag ged. The unexpected portion of the world retum is v r. o7 , is the fitted
variance. S, ; 15 an indicator vanable which takes on the value of one when the shock 10 the world
rewumn is negative and 72ro otherwise, and -, , is a standardized residual with zero mean and unn
variance.

Specification tests Asvinametry tests
Model *tean Moment Vamance  Joint s ’°
Normal 2:18 4984 019 8513
[063¢) [0.289]  10.998) {0.774)
Normal asymmctry 1937 3925 0681 8124 020 1099}
(0.747) [0.295]  [0.954] 0.77S] (01241 joooy
Tdistnibution 2541 17.3%0 0.787 50470
[0637] [~<000] [0940]  |<0001]
Tdistnbution  asymmetry 1.920 22.560 2753 32610 0.297 4.5K88
(0750 [<0.00F) [0.607) [0001] (0164) (0032
SPARCH 2460 1755 0264 6632
[0652] (0.7%1)  [0.992] {0877
SPARCH asymmetry 1.893 11497 3388 9.076 09331 +291
10.755] 108R9)  [0.496) 0690 (0092) (DO,

All monthly returms are Goni lnlemational Finance Corporaton and calculated in LS. dollars. The
sampie i3 February 1976 10 Decomber 1992, Hetcroskodan. icity~consisiomt standard crrors are 10 paren-
theses and p-values are in brackets. The means test 1s based on the first four autocovanamces of the
scaled residuals (21c). the vaniance test is based on the first four autocoranances of the squared
scaled residuals (211); the moments tests is based on four momems (mean. vanance. skewness. and
kurtosis (21a.b.d.¢)). and the joint test is based on all the rewrctions

found in ten countries. In three of these ten cases. the asymmwtry parameter is
negaiive, implying that a large shock decreases conditional vanance. In all but
four countrics. the nonlincar model is rejected in favor of the lincar model but
the R® regression test had to be used for six countnics.

The specification tests suggest very few rejections. We implemented Monte
Carlo analysis to determine the empincal cutoffs for the test statistic (see
Appendix Table A.1). The means test suggests a rejection in jordan; the moments
test rejects the model for Portugal and Turkey: and the vamance test provides
evidence against the models in Pakistan and Taiwan. Interestingly, the joint test
suggests rejection for only one country, Portugal.
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A number of Wald tests are presented. First, consider the Wald tests for the
linear information model. The first test investigates the significance of giobal
factors in the mean. The hypothesis that the giobal factors do not influence the
mean (8, = 0) is rejected in ten of 15 cases at the 5% level of significance.
Wald test 1l determines whether there is a significamt world factor in the variance
(g, = 0). This hypothesis is rejected for eight of 15 countries at the 5% level
of significance and nine of 15 at the 10% level. The final Waid test focuses on
the coefficients of the trade and size variables in the c,,_; function. They are
significantly different from zero at the 5% level for six countries and at the 10%
level for seven countries, indicating time vanation in the world factor dependence
for these countrics’ variances.

For the nonlincar information model, the Wakd tests focus on the restnctions
implied by the factor model proposed by Engle, Ng, and Rothchild (1990, 1992)
and others. In particular. Wald tests | and 11 test whether x, = ¢, and 8,,_, =
¥.,- 1, respectively. Wald test il is the joint test of these two restriction:. For
the four countries for which the nonlinear model is pursued, the factor model is
rejected in 11 of [2 tests. The joint test provides a rejection for every country.

The next sct of diagnostics focuses on the two key assumptions of the model
that (i) the country shocks are independent of the world shocks and (ii) the
country shocks are independent of other country shocks.

The second column of Table 4 presents the correlations of the country residual
and the world residual along with a test that the covanance is equal to zero. The
correlation cocflicients are generally quite small. We cannot reject the hypothesis
of zero covariance in any country (the lowest p-value is 0.17 for Taiwan). In
addition, a joint test (using the ninc courttries with the longest samples) also fails
to provide evidence against the null hypothesic.

The next columns in Table 4 detail the cross-correlations of the resuduals. Since
there are 18 cross-correlations for each country, we report the mean, minimum
and maximum of the cross-comrelations. We aiso derive the empirical distribution
for these statistics and report rejections of the null of zero correlation at the 5%
level.

While the mean correlations are generally small (-~ 4.2% to 13.2%), we can
reject the hypothesis of zero correlation in |1 of i% countries. A similar inference
is found in the analysis of maximum correlations in that we can reject zero corre-
lations in nine of 19 countries. Whereas some of the high cross-correlations may
have a natural interpretation (e.g., Greece and Portugsl could point to a miss-
ing European factor), others are more puzzling (¢.g., Malaysia and Venezuela).
To help interpret the numbers, note that the 95% quantile in the distnbution of
the maximum correlation of I8 cross-correlations for a country with 85 (192)
observations is 0.306 (0.287).

To sum up our diagnostic tests, the specification tests suggest that very few
models are rejected. The hypothesis that the world residuals are independent of
the country shucks is not rejected in our data although there is some evidence that
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Table 4
Testing the independence assumption

We estimate the following model:

Fog G M-ttty (2) wr = LT A VN )

(0,,,,2 = + 11(0,/_,__1): + ﬂlf',-_:,_| + :'ISI.Ie'f, N ‘4) € = ﬂ,/_,:l,l ‘5)

where u,,  is the conditional mean retumn. The unexpected portion of country 1's "etum. & ;. is
driven by a portion due 1o world shocks. «. ;. and a purely idiosyncratic shock. e, ;. The dependence
of local shocks on workd shocks is determined by ¢, ,_ ;. The local idiosyncratic standard deviation is
a!,. 2.1 is a standardized residual with zero mean and unit variance. and S, is an indicator variable
that takes on the value of onc when the idiosyncratic shock is negative and zero otherwise. A similar
model is estimated for the world market retum (denoted with w subscripts). The second column
reports the corrclation between the world shock. e, ;. and the idiosyncratic shock. e, ;. In braces are
the p-valucs from a moments test of the assumption E[e. el (] = 0. Columns three through
five report the mean. minimum, and maximum corrclations of ¢, , with ¢,,. We use the maximum
number of (overtapnink ) daty *» computc these currclations. The ~ symbol indicates 5% rejections of
the null Af zero correlation according to the  ~propriate small sample distribntion. The small sai.ple
Gambot s cosp g M on o) draws of 19 udependent N(0.1) samples with the same
number of vhservations as the countrics in our sampic.

Correlations of

vy and €., ey and ¢y

Country { p-ralue} Mean Maximum Mmimum

Argemina ~00332 00178 04773 ~-00981
{06247}

Branl 00483 00358 02414 ~0.1386
{0.5358}

Chike -0077 0 0676" 02219 -00344
{0.8251}

“olombia 0.0106 00811 02778 -0.2073
{0.901K})

Greece 00366 0.0770" 04673 -0.2139
{06177}

India ~-00517 0.032% 02907 -0.2073
{04587}

Jordan 00678 00220 02188 -0.1664
{0.4%67}

Kurea 0.0693 -0.0246 0.0921 -0.1664
{0.3402}

Malaysia 0.1612 0.0949° 0.7677" -02139
{0.3454}

Mexico 0.0060 0.0480° 03428 -0.1645
{09410}

Nigeria 0.1021 -0.0423 02327 -0.3390
{0.1870}

Pakistan —0 0888 00234 0.277% -0.1036

{03114}
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Table 4 (continued)

Correlations of

ey and e, ey and ¢

Country { p-value} Mcan Maximum Mimmum

Philippines -0.05258 0.0551" 0.2531 ~0.1695
{0.7259}

Portugal 0.0063 0.0918" 04673 -0.1914
{9408}

Taiwan 0.3294 01105 0.3844° ~ 01029
{0.1662)

Thailand n1140 o12n- 03844 - 0 1094
{(. 2912}

Turkey -0 IR%0 013 04772 01616
{021 3}

Venezucla - 0LOOSE 0.0734" 07677 -0.3390°
{09683}

Zimbabw e 0.062% - 00182 0 1287 01166
{04104}
P

10 countrics 117397
{03029}

All monthly retums are from liernational Finance Corporanon and calculated in U'S dollars. The
sample ends in December 1992

country shocks are corrclated. Of coursc. it would be more desirable 1o jointly
cstimate a number of countries, but this s not feasible given the small samp.e
sizes, While the corrclation of the country shocks suggests that we should exer-
cise some caution in interpreting our results, the absolute size of the correlations
is rather small.

4.3. The time-varying influence of world factoss

Onc of the hypotheses in which we are interested is the link between market
integration and the influence of world information on country retums. Over our
sample, 17 of 19 countries experienced at least onc liberalization. We investigate
whether the proportion of vanance caused by world fuctors is different across
regimes. We also investigate the behavior of conditional correlations with the
world equity benchmark.

Table 5 presents the mean proportion of variance due to world factors and the av-
erage conditional correlations from the world factor model. Tne mean proportion
of variance is provided over the entire sample and for three subperiods. The first
subperiod is the post-October 1987 (post-crash) period. The second subperiod is



G Bekaeri, C.R Harveyv!Journal of Financial Economics 43 (1997) 29-77

52

Qo 00 174 )] 9800 gI0°0 <000 Lo 0100 uepof

61T0~ 800 6600~ o 8900 9100 Lo 8200 pu)
810 910 orto 860°0 000 6700 0700 rio0 3un
910 6000 SP00 9000 0100 0100 9100 €200 eiquiojo)
0800 0L00 0800 £L00 <000 $000 £00'0 9000 YD
Lerg 8800 200 1900 3000 £00'0 000 {000 (1zeig
L0 L£00 9500 €00 6000 o0 9000 t00 0 suijuafsy
slesdqif- 1504 qf®33q1j-0g SHSRII-IS0d spdwes jjng BadqL; sod QR9Q1-34yg wismI-1s0d pduses (ing Anuno))
PlHOm yuw "' ‘vonmano ) '¥.{ "t0138) ppom 01 0P duRuRA jo uotodosd uediy

(k1) (joriip) =t = Viyg

1 U0J>E) PHOM 0} NP 33UBLRA JO uotpodosd Yy

(91) (o o) =00 = i

£q usA18 51 jopow ano ul

UONBIDLIOY 130w pRom ] (SILUISQNS 8 Yl PIIOUDP) WIS 1WTUI PUOM i 10§ PIIRLLED §1 (IPOW JBHUIS Y ISIAIIGIC 0102 PUE 3ANTBaU 1 yous
2UBIIUASOIPE ) UBYM U0 JO INJBA IY) LO EINE! |, 1Y) IQULIBA JCIBIPUI UE $I CL PUE IJUTUEA LU PUR UEIW QIIZ Yim [ENPISIL PIZIPIEPUTIS ¥ 51 /1
*Ul0 1 UONEIAID PIEPUEIS JNRIDUASOIPL FI0] Y1 1 ¢ 11 KQ POUIMLIMIIP 1 $YIOUS PLIOM UO S04 W30 0 a3udpuadap Y1 *!"a *ydoys neduksoipr Kjand
B DUB “1*2 'sY204s pom 01 anp uotuod g A4 udn pos1 e wimas s Anunod jo wojuod paidadxaun dyj umids uedw [ruonipued ayr s T uaym

Amv ~..n_\,\.b Ly ,w.u L -M«v-...f‘_... W .~.n.~v€\ . n~— .“Q-.N A HA-WB- Av.- 11y o w4y oty ANv 1 [~ . 2y
" fapow 1

UOY ppom jo durpodiul 3 pur vOURALO)
$ qel



53

G. Bekaert, C.R Harveyv! Journal »f Financial Economics 43 (1997, 2y 77

‘SUOEicadql 1sewr [endes wesgiudis Jaye pound oy St UONIRZI|BIIGL 1504 ,
(S21EP 30) "Gaal UDBNDE I3%) SudIIRAIAQY IHRW [de) wesyiciis u0paq wrak 225yl poudd MY §r UONLZIBIdQL-A,
L861 33401X0 13,)8 poudd 2y &t Ysei>-1804,

‘sapow Mgl Jo Auw ewnsd ol viep
MDJ 00) PEY BISSUOPU] "Z66| OGN Ul Spud Spdwes Sy, UBHOP §(] Ul PAIRNIND pue uoieIodi0) IIUBULY [FUOHRWLdIU] WIOY dir SUINI Ajyluow (v

6£9°0
161’0
697°0
$eE€0-
¥95°0
970
BO00 -
90
6Ir'C
910

Y0
L0
LYA A
910
6670
SLT0
0L00

$81°0
1600
TETo

he <10
(14 N1}

0geo
$610-
6t$0
L9¢°0
€500
9100
%670
{st'o
L61°0

woo
L)
+iT0
600

610~

Loso
95E0
B0'0
KUY~
0610
9o
6110

LAY
TLon
LLo o
st10
$6L°0
oo
OO0

161°0
ez o
L200

L2140
6F00
£O0°0
1s0°0
910
9o
Lo
9900
6570
9500

$00°0
stro

1900
6L00
9980
861°0
BOO(
8900
9o
1530
r0o

8100
tIr 0
00
$700
0900
BEE0
{810
3000
P00
6500
9£2'0
8100

mqequiz
W|3N23UIA
Aawny
pusjnyy
uemie)
(s8nuod
sauiddiyiyd
uesiyed
nualiN
ONHXIA
sskejejn
Lo



54 ;. Bekaer1, C.R. Harveyv/!Journal of Finuncial Economics 43 (1997129 77

calculated in the three years before significant capital market liberalizations. The
final subperiod is chosen to follow the liberalizations.

The first column in Table 5 suggests that the average proportions of variance
attributable to world factors are generally small, with 16 countries having propor-
tions of less than 10%. The largest proportions are found in Malaysia, Portugal,
and Venezuela. In 11 of the 17 countries that experienced capital market liberal-
ization, the influence of world factors increases afier the liberalization. The dates
for the liberalizations are drawn from Bekaert (1995). For example, in the pre-
liYeralization period. the proportion of variance due to world factors in Mexico
is 6.6% and after the liberalization the ratio increases to 19.1%. Both Taiwan's
and Thailand's ratios more than doubled after capital market liberalizations.

The average conditional correlations with the world market portfolio are also
reported in Table 5. Over the full sample, there are only five countries (Malaysia,
Philippines. Portugal, Turkey. and Venezuela) that have average correlations
exceeding 20%. In nine ui the 17 countnies that expenienced a capital market
wooralizane s che comelott v wits v world increase. The Mexican correlation
increases from 18.5% to 41.6%. The Tha: correlation nises from 0.1% to 26.9%.
This evidence suggests that in most countries, world factors become more impor-
tant after capital market liberalizations. However, we are not yet in a position to
test whether the changes are significant. Indecd, liberalization is a gradual process
and it is unlikely that we can capture its impact by a before-and-after snapshot.

4.4. Two couniry studies

While space does not pernut a detailed examination of every country, this
section highlights two important emerging equity markets, Mexico and Thailand.

—»
Fig. 2. Analysis of Mexico.

Pancl A presents the loading. r,, ;. on the world shock <, , from the modcl:

Foo = fha-) *80. Lo T L e T €, (ﬂ:,,: E Ylhd "‘a:l—l r‘ - #:(’i,_| : 4:51 l( -1

¢ = 0’:_,::,1 .

where (a7, F represents the conditional expectation of the square of the idiosyncratic country shock
fotMcmco €.c. M - is the conditional mean, S, , is an indicator variable which takes on the value
of one when the unexpected mean retum is negative and zero otherwise, and =, is 3 standandized
residual with zero mean snd unit variance. g, ,_; and r, ,_ are assumed to be lincar functions of the
jocal and global information variables in the ‘linear model’ and nonlinear functions in the ‘nonlinear
model”. Panel B presents the proportion of the Mexican variance accounted for by world factors:
IR, = 6l .o

[N bl NI ¥

In pancl C. the world market correlation is presented:

Pu = Uy (Ot 0).
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4.4.1. Mexico

Mexico is one of the largest emerging markets, with a market capitalization
of the stocks in the IFC index of $66.1 billion in December 1992 (the last
month in our sample). In June 1996, the market capitalization was $71.0 billion.
Mcxico, at least prior to the devaluation of the peso in December 1994, was the
emerging market most familiar to U.S. investors. This was perhaps influenced
by its proximity to the U.S. or by the large number of American Depositary
Receipts (36 in June 1992) and closed-end funds (six funds with capitalization
of $16 bitlion) available in the US.

We examine three measures that reflect the influence of world factors on
Mexican returns: the loading on the world shock. t,,_,. the proportion of variance
accounted for by world factors, and the conditional correlation with the world
benchmark retumn. Fig. 2 presents these measures. Although summary statistics
for the linear model are presented in Table 3. we present the three measures for
both the linecar and nonlincar models.

The influence of wurid factors sharply increases after 1988. This is most evident
o the condition= e latier mcasue. which increases from v% at the beginning
of 1988 to over 40% by the end of the sample period. Similar patterns are
evident across both the linear and nonlincar models. The nonlinear model (which
is rejected in favor of the linear model) produces morc volatile loadings. vaniance
ratios, and cotrelations.

The increasing influence of world factors in Mexico roughly coincides with
significant capital market liberalizations. E.g.. after 1989, 100% foreign invest-
ment in most firms is possible. Key sector firms are restricted to 49% foreign
participation and the foreign investment limit in the banking industry is 30%.

Fig. 3. Analysis of Thaland
Panel A ~-~sxemis the loading. r,, . ;. on the world shock £, , from the model:

N , ) 5 >
Fog - B 1%800. Yp =0 g tla s+ (0',’,1' = 1'4‘1,(0,_,4" he ﬁd‘:, [ ;‘:SJ.J":, 1+

gy - ﬂ"

AR

where (o, represents the conditional expectation of the squarc of the idiosyncratic country shock
for Thauland. ¢, ;. 4, ;) s the conditional mean. S, ; ts an indicator vaniable which takes on the vake
of one when the unexpected mean return is negative and 2ero otherwise, and =2, , i1s a standardized
residual with zero mexn and unit variance. 4, and r,,_ | are assumed to be linear functions of the
local and globa! information variables in the ‘lincar model’ and nonlinear functions in the ‘nonlinear
model’. Panc] B presents the proportion of the Thai variance accounted for by world factors:

h b
L rrz.l—la:.l'a:r

in panel C, the world market correlation is presented:

Pr =8 1(On 8, 4)
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4.4.2. Thuiland

Thailand is another large emerging market with the capitalization of the IFC
index stocks being $28.4 billion at the end of 1992. By June 1996, the market
capitalization had more than tripled to $91.1 billion. Similar to Mexico, Thailand
is an emerging market that is well known to intemational investors.

Fig. 3 presents the loading on the world shocks, the proportion of variance ex-
plained by world factors, and the conditional correlation with the world. There are
a number of similarities between the results for Mexico and Thailand. The non-
linear model is rejected in favor of the linear model, and the fitted values of the
measures are much more volatile for the nonlinear model.

World factors, as in the case of Mexico, become¢ much more important in the
later part of the sample. In both 1988 and 1989, there are jumps in the loading
on the world shock. In 1989, the proportion of vanance accounted for by world
factors increases from about 0% to close to 10%. Over the same period. the
conditional correlation increases from 0% to 30%.

The increasing influence of world ™ctors follows a nu: *ber of liberalizations
n L Bias inaines whice valnunate 0 December 198%. In particular, Bailey and
Jagtiani (1994) dctail the opening of the Alien Board for extranational trading of
Thai securities at this time.

In recent years, world factors account for closer to 15% of the local vanance.
The conditional correlation with the world is close to 40% in 1991 and deciines
to 25% by the end of the sample. This is slightly lower than the average level
of correlation that Harvey (1991) details for 17 developed market returns.

5. The cross-section of volatility in emerging markets
5.1. Explaining volutility across emerging markets

Onc important difference between developed and emerging capital markets is
the dispersion of volatility across countries. Harvey (1993) shows that the range
of unconditional volatilitics in developed markets is 18% (from high to low).
In emerging markets, the range is 86%. We explore four sources of volatility
diffcrences: asset concentration, stock market development,/cconomic integration,
microstructure effects, and finally macroeconomic influences and political risk.
Our empirical strategy is to prespecify a set of instruments for volatility that
reflect each of these categories.

5.1.1. Asset concentration

The most obvious source of volatility differences is the degree of diversification
and concentration inherent in the 1FC index for each country. Schwert (1989a),
Harvey (1991), and Roll (1992) explore whether the number of stocks included
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in the index influences the cross-section of volatility. We construct a time-series
of the number of stocks included in each of the IFC country indexes. Following
previous research, we use the natural logarithm of the number of stocks as a
proxy for the degree of diversification.

The number of stocks in the index may not be that indicative of diversification
if there are a few dominant stocks and many small stocks. Roll (1992) and
Harvey (1995b) examine asset concentration ratios:

h

N N | 2
CR,, = J }\,—,:_I_ ; ("'u.: - K/:) . (24)

where N,, is the number of individual securities in the country / index in
month ¢ and w,,, is the share of market capitalization represented by stock ;
at time /. if one stock dominates the index. then CR approaches one. If every
stock has equal market canitalization, then CR = 0. Using the IFC’s individ-
ual stock data. we create a time-series of concentration ratios for each coun-
try. A country index can hav~ many stocks and a low concentration ratio but
may still not be diversified if ali of the stocks are involved in a single indus-
try. Given that a time-series of industry classifications is not available, we are
unable to examine the cffect of industnal concentration on the cross-section of
volatility.

5.1.2. Derelopment and integration

The second source of volatility differences is linked to both the development
of the s'ock market and the degree of market intcgration. Unfortunately. ex-
act measures of stock market developmen: and cconomic integration are dif-
ficult to specify. Bekaent and Harvey (1995) propose a model in which mer-
ket integration is paramcterized. They find that the ratio of equity capitel-za-
tion to GDP is a useful instrument in characterizing the time-senies of muarket
integration. Stock .narket capitalization to GDP is also uflen used as a stock
market development indicator (see Demirgu¢-Kunt and Levine, 1996). We also
track the size of the trade sector by forming the ratio of exports plus imports
to GDP.

The way that equity returns move within a particular economy may also con-
tain information about economic developmem. As an ¢conomy becomes more
developed, it often becomes more diverse and, as a result, the cross-sectional
volatility of the country’s commonent stocks retums should increase. That is, as
stocks are less dependent on one sector, their covariances should decrease which
should increase the cross-sectional variance. At the level of the index. this effect
should decrease market volatility. This negative relation will not necessarily hold
in more developed markets.



60 G. Bekaert, C.R Hurvey!Journal of Financial Economics 43 (1997) 29-77

5.1.3. Microstructure

The third source of volatility arises from market microstructure research. It is
well known that the heterogeneity of traders’ information sets as well as liquidity
affects the variance of retuns. We proxy for these effects by examining the role
of tumover ratios in explaining the cross-section of volatility.

In developed markets, large changes in prices across securities suggest a greater
flow of private information being revealed to the market. In Ross (1989), the
volatility of prices is directly linked to the rate of information flow in the market.
Hence, increases in the cross-sectional volatility could raise the variance of the
distribution of future prices. We calculate the cross-sectional standard deviation
of cach index’s component stock retums and the cross-sectional mean absolute
deviation. These are measured each month relative to the average stock retum in
cach country index.

5.7 4. Macroeconomy

dhe last caggery b v T idily sources tocuses on macroeconomic volatility,
which Schwert (1989a,b) shows is onc of the underlying forces afecting stock
market volatility. Unfortunately, the macroeconomic data are sparse or nonexis-
tent in some of the emerging markets. For instance, inflation vanability is an
obvious candidate for an cxplanatory variable. However, the data are quite dif-
ncult to obtain and. even if we used the published data, they are highly suspect
in a number of countries. Since purchasing power panty is not rejected in high-
inflation countries (sec Liew, 1995), we use the vanability of foreign exchange
rate changes to proxy for inflation variability.

Political risk is also likely to influence the cross-section of volatility. However,
long time-serics of political risk ratings are difficult to obtain. We choose to focus
on Institutional Investor's Country Credit Ratings. These ratings are based on
a scmiannual survey of bankers. /nstitutional Investor has published this survey
in its March and September issues every year since 1979. The sunvey represents
the responses of 75-100 bankers. Respondents rank each country on a scale
of 0 to 100, with 100 representing the smallest risk of default. Institutional
Investor weights these responses by its perception of each bank’s level of global
prominence and credit analysis sophistication (see Erb, Harvey, and Viskanta,
1994).

Credit ratings are not meant to solcly represent a measure of political risk.
Many macroeconomic, as well as political, factors enter the bankers” decisions on
the creditworthiness of a particular country. This vanable captures both political
risk and macroeconomic stability. Erb, Harvey, and Viskanta (1996) show that
the credit rating has high cosrelation with the /nternational Country Risk Guide's
measures of political, economic, and financial risk. It is the only ex ante variable
that we examine (in the sense that participants are asked to assess the future
creditworthiness).
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3.2, Methodolugy

The raw matenial for the cross-sectional analysis is the time-series estimates of
conditior.al volatility. We estimate a pooled time-series cross-sectional regression:

n(e) =2, +FX. +4. i=1..N. (25)

There are N countries and @2 is a 7, x | vector of preestimated conditional
variances, where T; is the number of observations for country i, X, is a matrix
of L explanatory variab'es for country i, the 2, are intercept coefficients (one
for each country), and § is a L x | coefficient vector. We use the conditional
variance estimates from the world factor specification reported in Table 3.

This model allows for fixed eflects in the cross-section by not requiring that
the intercepts are identical across different countries. However, we also examine
a specification in which the intercepts are constrained to be coastant ac* s coun-
tries. This allows us to test how much of the vanation in volatility is explained
by the specified variables. Our approach allows us to examine all observations
for all countries simultaneously.

Our initial estimation tcchnivue is ordinary least squares with the standard
White (1980) correction for conditional heteroskedssticity. A standard Lagrange
multiplicr test reveals substantial evidence against homoskedasticity across coun-
trics. (We adjust the standard test discussed in Greene, 1993, for the unequal
number of observations present in our analysis.) Hence, we also presemt a gen-
eralized least squares estimation which allows for heteroskedasticity across coun-
trics (‘group-wise hetcroskedasticity’). Finally, we present estimates that cosrect
for both group-wise heteroskedasticity and seria! correlation. The serial correla-
tion correction, detailed in Greene (1993 ), is specific to each country and is based
on the Prais-Winsten method. This correctior is particularly important ziven the
high senal correlation in some of the countries’ fitted volatility estimates.

5.3. Resulis

5.3.1. Summary analysis

The fitted volatility series cover (at most) January 1977 to December 1992.
There are a total of 2,627 fited vaniances. However, the country credit ratings
only begin in March 1979. As a result, for nine countries 32 observations are
lost, reducing the total number of observations to 2,339,

Some summary statistics on the vanables used in the cross-sectional regressions
are included in panel A of Table 6. The average values of the cross-sectional
standard deviation, the number of firns in each index, the asset concentration
ratio, the country credit rating, the ratio of trade to GDP, and the ratio of market
capitalization to GDP are presented in this tabie. Correlations between the average
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volatilities and these variables are presented in panel B. None of the variables
are extremely correlated except for the two measures of cross-sectional volatility
(these two measurcs are never included together in a regression).

5.3.2. Time-series cross-sectional analvsis

The time-series cross-sectional regression results are presented in Table 7.
Pancl A considers the estimation with the standard White (1980) comection for
heteroskedasticity. The results that correct for group-wise heteroskedasticity are
presented in panel B and the estimation that corrects for both group-wise het-
croskedasticity and serial correlation is in panel C.

In the base case with no country-specific intercepts, 27% of the cross-section of
volatility is explained with the eight vanables. Separate regressions are run with
the cross-sectional standard deviation of the individual index stocks and the cross-
sectional mean absolute deviation because these measures are 99% correlated.
When the country-specific intercepts are included, the explanatory power of the
regressions increases to 5%,

The wrv the cross-sectional standare Jdeviation affects volatiliry depends on the
1ovei of marhet deveiopment. Hence. we allow this vanable to enter the regression
as an interaction variable associated with the deviation from the cross-sectional
mean ratio of market capitalization to GDP. If MC!'GDP, < (MC,/GDP,),
which is always truc for Zimbabwe, for example, then an increased cross-sectional
standard deviation negatively affects the market volatlity. If MC,'GDP,>
(MC,/GDP,). then the derivative of volatility with respect to the cross-sectional
standard deviation is positive, as predicted by the information flow mode! of
Ross (1989). The results provide some support for this specification. Both the
cross-sectional standard deviation and the interaction term enter the regression
with coefficients that are more than two standard errors from zero in panels A
and B. The cocflicients are positive for the regression with standard deviations
in panel C but are less significant.

The number of companies in the index rarely plays an important role in the es-
timations. The concentration factor produces some puzzling results. In the regres-
sions without fixed effects, the coefficient is positive or not significant (implying
more concentration assnciated with higher volatility). However, in the regressions
with country dummy var ables, the concentration factor is weakly negatively re-
lated to volatility, although in panel C the coefficient is never more than two
standard errors below zero.

Some caution must be exercised in interpreting the relation between tumover
and volatility. There are two countries, Taiwan and Korea, with turnover ratios of
an order of magnitude greater than the other countries. In the regressions without
fixed effects, there is a positive relation between tumover and volatility. In the
regressions with country indicators, the significance disappears. Since the turnover
data begin in 1986, a sepurate regression is estimated with turnover included and
the coefficients are reported in the far right column of pane! A of Table 7.
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The country credit rating enters with inconsistent coefficients across the dif-
ferent specifications. The negative coefficients in panel A suggest that a lower
credit rating is associated with higher volatility. However, the coefficient in other
panels is often positive.

There is a very significant negative relation between the size of the trade sector
and volatility. In the regression without country-specific dummy variables, the
coefficients on the trade variables are ofien five to ten standard errors from zero
irrespective of the standard error correction. A more open economy is associated
with lower volatility.

The ratio of market capitalization to GDP generally enters the regression
with a negative sign in pancls A and B (larger equity market implies lower
volatility). This result persists when the regression is run without the trade
variable, which has a 70% correlation with market capitalization. However,
in the estimation that cormrects for senial correlation and heteroskedasticity, this
variable no longer enters with a coefficient significantly different from
s \Y

Finally, the volatility of changes in foreign exchange rates plays a very im-
portant role in explamning equity retum volatility. In the regression without fixed
effects, the coefficient on this variable is often more than nine standard errors from
zero. When this variable is removed from the regression, the adjusted R-square
drops from 27.2% to 16.8%. When country dummy variables are allowed, the
cocfficient is six standard errors from zero. The significance of this variable is
not that surpnising given that we are measunng equity retumns in U.S. dollars.
As an additional diagnostic, we replicate panel C with the alternative volatility
model (the one that did not win in the R-square test). The results are broadly
similar.

5.4. Capital market liberalization and colatility

Fig. 4 informally characterizes the effect of capital market reforms on vanance.
The average conditional variance two years after the reform (major liberalization
dates are from Bekaert, 1995) is depicted on the y-axis and the average con-
ditional variance two years before the reform is presented on the x-axis. On
average, if there is no effect on volatility the variances should fall on or close
to the 45° line. If variance decreases, then many of the points should fall below
this line.

The evidence in Fig. 4 suggests that volatility decreases in many countnies
after liberalizations. Of the 17 countries that underwent a liberalization in our
sample, most are near or below the 45° line. The one excepiion is Pakistan,
whose conditional volatility has been much greater after liberalization. Particulaly
dramatic decreases in conditional volatility are found for Brazil, Mexico, Taiwan,
and Portugal.
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Fig. 4. Capttal market liberalizations and volanlity
Average conditional vanance from the world factor model is presented two years before (x-axe.) and

two years afier {1 -axis) capital market hberalizations. Countnes that fall below the 45° line indicate
volatilty decreases afer liberalizations.

A weakness of this analysis is that other evemts could occur that de-
crease or increase volatility but have little to do with capital market liberal-
izations. Thercfore, we introduce liberalization dummy variables into our cross-
sectional analysis and test whether, after controlling for these factors, these in-
terventions significantly decrease volatility. The results are in last two rows of
panels A through C of Table 7. We introduce four dummy varniables to break
cach of the 17 countries’ volatility into four pieces: before (more than 30 months
before liberalization). pre- (30 to six months prior to liberalization), mid- (six
months prior to three months after liberalization), and post- (four months after
liberalization to the end of the sample period). The logic here is that when liber-
alizations are pre-announced or anticipated by market participents, vo'atility may
change some time before the liberalization date.

The results are striking. For every specification in pancls .\ through C. the post-
liberalization cocfficients arc lower than the pre-liberalization coefficients. We
also report heteroskedasticity-consistent Wald tests on these coefficients. There is
marginal evidence that the decrease in volatility is statistically significant for most
specifications and strong evidence in the estimations that correct for group-wise
heteroskedasticity.

6. Conclusions

Volatility is a key input for th: cost of capital calculation for a segmented
market and is critical for effective asset allocation decisions. The goal of our
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paper is to broaden our understanding of the behavior of volatility in emerging
equity markets.

For the set of markets that we study, there is little to be learned from im-
plementing off-the-sheif univariaie volatility models. Our focus is on the forces
that determine volatility. In fully integrated markets, volatility is strongly influ-
enced by world factors. In segmented capital markets, volatility is more likely
to be influenced by local factors. Our decomposition of the sources of variation
in volatility sheds light on how each market is affected by world capital markets
and on how this impact varies over time.

We also explore the forces that determine why volatility is different in the
various emerging markets. We construct variables that proxy for asset concen-
tration, the stage of stock market development, microstructure effects, macroeco-
nomic influences, and political risk. Among other interesting findings, we show
that more open economies (in terms of world trade) have significantly lower
volatilities.

Finito we sody oo cileet of capnal market liberalizations on volatility.
Our evidence suggests that volatility decreases in most countries that experience
a liberalization. There is a sharp drop in volatility in five countries in our sample.
Even after controlling for all of the potential influences on the time-senes and
cross-section of volatility, we find that capital market liberalizations significantly
decrease volatility in emerging markets.

To put our results in perspective, consider the following experiment with
a poorly developed stock market in a relatively closed country. Such a market is
likely to be characterized by high stock market volatlity, a low cross-sectional
standard deviation. a high concentration ratio. and a low ratio of market capital-
ization (0 GDP. There may be political risk reflected in a low credit rating, and
unstable macroeconomic policies translating into high foreign exchange volatil-
ity. We interpret high (low) as the top (bottom) quartile in the cross-sectional
distribution of the relevant variables using all of the observations for all of the
countries over the full sample period. Our regression analysis suggests that if
the country experiences a liberalization and moves from the 25% quartile to the
median. volatility decreases by more than 6% (c.g.. from 30% to 24%) using
our most general econometric model (sec Fig. 5). This result is robust across
our different estimation techniques. A decrease in volatility of this magnitude can
have an important effect on the cost of capital in an emerging market.

Appeadix A: The likelihood function for the world factor model

In this appendix. we construct the joint likelihood function for all the data
used in estimating the GARCH models described in (2)-(5). We then discuss
the necessary assumptions to make it collapse to the 21 univanate likelihoods
maximized in this article.
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Fig. 5. The economic impact on volatility of a hypothetical country moving from the 25th percenule
10 the median.

The country begins with low “ross-sectional standard deviation of indivadual stock retums (5ad. dev. ).
2 small number of sccuntics 1-cluded m the index (#C0). a high concentratron ratio (Concent ), low
ratio of cquity market capitalis stion to GDP (Mcap GDP). low credit rating (CCR). high foreyn
exchange volatilty (FXvol). and 3 small wrade sector (Ex + Im GDP). The coumry then expeniences
a capial market fiberalization (Liveral) winch brings 1t trom the 2Sth (or 75th) percemtile to the
median of the cross-sectional distnibution of all varables. The bars represest the masgmal effect of
cach variable. Sum represents the cunn'ative effect of all vanables The bans represemts the cffects
mmplied by three differem econometric models: White ( 1980) heteroskedasticity comrection, group-wise
hetcroskedasticnty. and group-wise hetenonkedasticity plus senal comelation comrection.

We start by introducing some rotation. Let v, = [r o ,.riorg.....rv)
and r., = [ry,.ro,.....r\,]). that is, r., represents the cmerging market re-
wms only. Let Z, = [X.X],.....X\|,V" where X, includes ali the informa-

tion variables used in the estimation of the emerging market retums models.
including X’ ,. Our information set. /,_,, then consists of the collection of data
{€,_1 €, ... 4,-4,} With ¢, = [r].Z]'. The collection of all of our data can be
described by ¢, = {¢7.€7_,----.41.4,)- Analogous definitions apply to #; and
Z ;. Note that we will always condition on an mitial observaticn vector. go. The
parameters of the hikelihood function are denoted by 8. We seck 1o maximize
1(4;:0) over 0. wherc f(-) represents a density function. which need not be
nomal.
Using conditioning arguments, it follows that

7
r@r0 =[] rqir .0

[ ]

T
= Hf‘zv‘rr-’r-ﬁo) ¥ He i -1:0).
tal
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Maximizing f(g,;08) would amount to full information maximum likelihood
which is infeasible given the dimension of ¢,. Instead, we parameterize the model
such that @ = [0,.6,). f(Z.|r.1,_;0,) and f(r|l,_;:0:), wherc 0, and 0,
have no overlapping parameters. In particular, 6, = [0].0].....0\] with 0, =
[0, .CastuPurin] 0 = [0 %, B Ki 7 én o AL E ] for all i, Note that without
loss of generslity, we focus on the estimation of the nonlinear model. We param-
cterize the model such that f(r|l,_);0;) is a well-defined density that allows
identification of @,. lgnoring the information in f(Z,|r,.1,..;:0,) means that our
c¢timation yields consistent but inefficient estimates. relative to full information
maximum likelihood.
We further simplify the problem as follows:

f(r,ll,,,,;oh) = f(Per sl 1:04)
= _,(rr.ﬂru.h’l-l:o”) X /‘(’--.ri’tmlioh)-

Sang Jre i, -1 Us) In our parametenzation only depends on 8,. we can obtain
consistent estimates of 0, by maximizing the well-defined density f(r.,l/,_,.
0. ). Again we sacrifice some efficiency. but this approach allows us to use the
full sample on world market return data to estimate 0,

Consider the remaining piece of the likelihood function, f(r.,|r. .. 4,_1;05).
and define 0, = [0}.....01-]’. €y = [¢‘|.,.....¢)_.\'_,]'. and &t = [ﬂl‘,.....l.',\,'_,]'. Ovur
parametcerization is such that 8, = [6].0])'. We will maximize this piece of the
likelihood conditional on @, and Z.,; in doing so. we will not correct for the
sampling error incurred in estimating ..

It tums out that with the model specified in Section 2.1, the likelihood function
simplifies further:

Stra b 1:0..8,) = f(& )¢ l,-1:0..6,)
= _’l('r'.llf;u.l-lt--Ilén-of)

A
= H j‘(“l.l‘l{:u.h,l-— |:é...0..)

e
\v

= H _,.(Pl.fifh.l'll-l:0h~ol)'
4.

The first step follows from the definition of the information set; the sccond step
from the definition of ¢,, and the fact that we condition on £, ,: the third step
follows from assumptions (6) and (7) in the case of a normal density but requires
the idiosyncratic shocks to be independent when we use the + and SPARCH
distributions; and the fourth step follows from our particular parameterization of
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the emerging market models. Hence, to identify 8, for all i, we maximize N
different univariate likelihoods,

71
Z |0g f(f’u‘én.h | RN éuwa: )

=1

where T, is the number of observations for country i. Again, there is loss of
efficiency, but we can use all of the available data for each individual country.

Appendix B: Empirical distribution of specification test statistics

The statistics proposed in the paper to test whether our models are well-
specified are asymptotically distributed as y°(4) for thc mean. moments, and
variance test and 72(12) for the joint test. There are two main reasons that the
actual distributions may difer substantially from the asymptotic ones. First, the
derivation of the asymptotic distribution is not strictly valid in the case of scaled
residuals, which depend on pr=-cstimated parameters and a number of predeter-
mined variables. Second, we use relatively smali samples in our empirical work.

To get a better idea of the actual empinical distribution of the specification
test statistics, we conduct a number of Monte Carlo experiments. In Table A.)
(panel A). we report the results for the tests that use an Andrews (1991) type
serial correlation correction. The first experiment reconstructs retums according
to the world market model with normal innovations and no asymmctry. That
is, we draw nomal residuals with the conditional vanance determined by the
estimated GARCH model. and reconstruct the retums assuming the predetermined
vanables to be fixed. This can be done for the same number of observations
(262) as used in the estimation of the worid market retum model. We conduct
similar experimenis using 192 and 85 observatioas to correspond to samples that
are frequently used in our empirical work on the emerging markets. To do so.
we reestimate the world market retum model using the most recent 192, resp.
85 observations and use these parameters to reconstruct retums tn the Monte
Carlo expenments. Once a series of retums is reconstructed, we simply reesimate
the GARCH model as described in the paper. Hence. these expenments yicld
a small-sample distribution that also reflects the effect of the scaled residuals
being pre-estimated, although not the effect of the instruments being dynamic
vanables.

The second experiment is carried out to distinguish the eflects of pre-estimation
from pure small-sample effects on the empirical distributtion. Here. we simply
draw standard random normals and conduct the specification tests for vanous
sample sizes. To illustrate the convergence to the asymptotic distnbution, we
conduct these experiments for sample sizes of 10,000 and 1.00 ) observations in
addition to the samples of 262, 192, and 85 observations.
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Table A.]
Empinical critical values for specification test staustics

Critical values for a 5% size test are reported. In panel A the tess use a serial correlation correction
due to Andrews (1991), whereas in panel B no serial correlation correction is made. For the critical
values on ihe first line. return samples are reconstructed according 1o the estimated model for the
world market retum with normal innovations but without asymmetry and assuming the instruments
to be fixed regressors. A univariste GARCH model is then estimated for cach sample. the scaled
residuals reconstructed, and the test statistics recorded. The cnitical values on the second line simply
use the empincal distribution resulting from applying the tests on samples of N(0.1) varisbles. We
conduct 1.500 experiments, but in the case of the estimated scaled residuals, some expenments had
‘0 be discarded because the estimation gave nise 1o a nonstationary conditional vanance process.

(A) Andrews (1991) sertal correlation correction

Samplc size
Test x 10.001) 1.000 262 192 8s
Mean - 991 1051 i1.68
gy t0 vy 1) {v.62} {v.82} {1048}
Moments 17.32 2108 40.05
{9.49} {9.52} {13 86} {249k} {32 39} 176.23)
Vanance » 807 7.72 7.86
{949} {9.55} {9.80} {993} {10.04}) {1046}
Joint - - - 342 40.63 81.67
{21.00} {22.03} {2984} {51.26} {63.10} {166.58}
(B} No seriad correlation correcion
Sample size
Tewt x 10,000 1.000 262 192 85
Mcan .- - - 9.54 9 7R 989
{9.49} {9.33} {9.37} {9.14) {955} {9.19}
Moments - - 16.14 18.94 2709
{9.49) {951} {13 68} {22.88) {27.06} {39.42}
Variance -- “ - 807 7.55 692
{9.49} {9.54} {10.00} {9.77} {9.88} {8.85}
Joint -~ - - bl | 3335 41.03
{21.00} {21.99} {289t} {41.18} {45.90} {51.70}

The means and vanance tests on the scaled residuals test the restrictions implied by the three distri-
butional assumptions: normal. /-hstribution, and mixture of normals (SPARCH); see Eqgs. (19) and
(20). The means test is based on the first four anocovariances of the scaled residuals (21c); the
variance test is based on the first four autocovanances of the squared scaled residuals (211 the
momends tests is based on four moments (mean. vanance, skewness, and kurtosis (21a.b.d.e); and
the joint test is based on all the restrictions.
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In Table A.1 (panel A), we report the results for the tests that use an Andrews
(1991) type serial correlation correction. The results are striking. Looking at the
second lines in Table A.1, it becomes clear that convergence to the asymptotic
distribution is quite slow and that for the samples we use, asymptotic tests would
over-reject. This rightward shift in the distribution is especially severe for the
moments test, which reflects the difficulty in estimating higher-order moments
with small sample sizes. Whereas estimating the residuals makes the rightward
shift in the 5% critica’ values slightly worse for the mean test, it reduces it for the
moments test and the *ariance test. In fact, for the variance test the small-sample
critical values are below the asymptotic ones. When judging the performance of
our model, we used the first line critical values.

The small-sample distribution may be aflected by the underlying model. We
conduct the same experiment using normal innovations but with asymmetnc
GARCH. The critical values are not substantially different from those reported in
Table A.1.

Finally, the sznal correlotion correction could lead to additional small-sample
biases, and we also record :he test statistic values for the tests that impose the
zero serial correlation restriction. Panel B shows that the small-sample biases are
indeed smaller for the version of he tests without the senial correlation comection.
except for the variance test. Without knowing the power propertics of the tests,
it is difficult 10 choose between tie two versions, but we report the test without
the serial correlation correction.
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