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Résumé / Abstract

Cet article, préparé pour le * Handbook of Statistics +, vol. 14, Statistical
Methods in Finance, passe en revue les modèles de volatilité stochastique. On traite
les sujets suivants : volatilité des actifs financiers (volatilité instantanée des
rendements d'actifs, volatilités implicites dans les prix d'options et régularités
empiriques), modélisation statistique en temps discret et continu et enfin inférence
statistique (méthodes de moments, pseudo-maximum de vraisemblance, méthodes
bayesiennes et autres fondées sur la vraisemblance, inférence indirecte).

This paper, prepared for the " Handbook of Statistics ", vol.14,
Statistical Methods in Finance, surveys the subject of Stochastic Volatility. The
following subjects are covered : volatility in financial markets (instantaneous
volatility of asset returns, implied volatilities in option prices and related stylized
facts), statistical modelling in discrete and continuous time and finally statistical
inference ( methods of moments, Quasi-Maximum-Likelihood, Likelihood based
and Bayesian Methods and Indirect Inference). 

Mots Clés : rendements d'actifs financiers, hétéroscédasticité conditionnelle, prix
d'option, modèle espace-état, processus de diffusion.

Keywords : Asset returns, Conditionnal heteroskedasticity, Option prices, State-
Space models, Diffusion processus.
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1 Introduction

The class of stochastic volatility (SV) models has its roots both in mathematical �nance and �nancial

econometrics. In fact, several variations of SV models originated from research looking at very di�erent

issues. Clark (1973), for instance, suggested to model asset returns as a function of a random process of

information arrival. This so-called time deformation approach yielded a time-varying volatility model of

asset returns. Later Tauchen and Pitts (1983) re�ned this work proposing a mixture of distributions model

of asset returns with temporal dependence in information arrivals. Hull and White (1987) were not directly

concerned with linking asset returns to information arrival but rather were interesting in pricing European

options assuming continuous time SV models for the underlying asset. They suggested a di�usion for asset

prices with volatility following a positive di�usion process. Yet another approach emerged from the work
of Taylor (1986) who formulated a discrete time SV model as an alternative to Autoregressive Conditional
Heteroskedasticity (ARCH) models. Until recently estimating Taylor's model, or any other SV model,
remained almost infeasible. Recent advances in econometric theory have made estimation of SV models

much easier. As a result, they have become an attractive class of models and an alternative to other classes
such as ARCH.

Contributions to the literature on SV models can be found both in mathematical �nance and econo-
metrics. Hence, we face quite a diverse set of topics. We say very little about ARCH models because
several excellent surveys on the subject have appeared recently, including those by Bera and Higgins

(1995), Bollerslev, Chou and Kroner (1992), Bollerslev, Engle and Nelson (1994) and Diebold and Lopez
(1995). Furthermore, since this chapter is written for the Handbook of Statistics, we keep the coverage
of the mathematical �nance literature to a minimum. Nevertheless, the subject of option pricing �gures
prominently out of necessity. Indeed, section 2, which deals with de�nitions of volatility has extensive
coverage of Black-Scholes implied volatilities. It also summarizes empirical stylized facts and concludes

with statistical modelling of volatility. The reader with a greater interest in statistical concepts may want
to skip the �rst three subsections of section 2 which are more �nance oriented and start with section
2.4. Section 3 discusses discrete time models, while section 4 reviews continuous time models. Statistical

inference of SV models is the subject of section 5. Section 6 concludes.

2 Volatility in Financial Markets

Volatility plays a central role in the pricing of derivative securities. The Black-Scholes model for the pricing
of an European option is by far the most widely used formula even when the underlying assumptions are
known to be violated. Section 2.1 will therefore take the Black-Scholes model as a reference point from

which to discuss several notions of volatility. A discussion of stylized facts regarding volatility and option

prices will appear next in section 2.2. Both sections set the scene for a formal framework de�ning stochastic
volatility which is treated in section 2.3. Finally, section 2.4 introduces the statistical models of stochastic

volatility.
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2.1 The Black-Scholes Model and Implied Volatilities

More than half a century after the seminal work of Louis Bachelier (1900), continuous time stochastic

processes have become a standard tool to describe the behavior of asset prices. The work of Black and

Scholes (1973) and Merton (1990) has been extremely in
uential in that regard. In section 2.1.1 we review

some of the assumptions that are made when modelling asset prices by di�usions, in particular to present

the concept of instantaneous volatility. In section 2.1.2 we turn to option pricing models and the various

concepts of implied volatility.

2.1.1 An Instantaneous Volatility Concept

We consider a �nancial asset, say a stock, with today's (time t) market price denoted by St.
1 Let the

information available at time t be described by It and consider the conditional distribution of the return

St+h=St of holding the asset over the period [t; t+ h] given It.
2 A maintained assumption throughout this

chapter will be that asset returns have �nite conditional expectation given It or :

Et (St+h=St) = S�1t EtSt+h < +1 (2.1.1)

and likewise �nite conditional variance given It, namely

Vt (St+h=St) = S�2t VtSt+h < +1 (2.1.2)

The continuously compounded expected rate of return will be characterized by h�1 logEt (St+h=St). Then
a �rst assumption can be stated as follows :

Assumption 2.1.1.A : The continuously compounded expected rate of return converges almost surely to-
wards a �nite value �S (It) when h > 0 goes to zero.
From this assumption one has EtSt+h � St � h�S (It)St or in terms of its di�erential representation :

d

d�
Et (S�)

�����
�=t

= �S (It)St almost surely (2.1.3)

where the derivatives are taken from the right. Equation (2.1.3) is sometimes loosely de�ned as : Et (dSt) =
�S (It) Stdt. The next assumption pertains to the conditional variance and can be stated as :

Assumption 2.1.1.B : The conditional variance of the return h�1Vt (St+h=St) converges almost surely to-
wards a �nite value �2S (It) when h > 0 goes to zero.

Again, in terms of its di�erential representation this amounts to :

d

d�
V art (S� )

�����
�=t

= �2S (It)S
2
t almost surely (2.1.4)

and one loosely associates with the expression Vt (dSt) = �2S (It)S
2
t dt.

1Here and in the remainder of the paper we will focus on options written on stocks or exchange rates. The large literature
on the term structure of interest rates and related derivative securities will not be covered.

2Section 2.3 will provide a more rigorous discussion of information sets. It should also be noted that we will indi�erently
be using conditional distributions of asset prices St+h and of returns St+h=St since St belongs to It.
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Both assumptions 2.1.1.A and B lead to a representation of the asset price dynamics by an equation

of the following form :

dSt = �S(It)Stdt+ �S(It)StdWt (2.1.5)

where Wt is a standard Brownian Motion. Hence, every time a di�usion equation is written for an asset

price process we have automatically de�ned the so-called instantaneous volatility process �S (It) which

from the above representation can also be written as :

�S (It) =

�
lim
h#o

h�1Vt (St+h=St)

� 1
2

(2.1.6)

Before turning to the next section we would like to provide a brief discussion of some of the founda-

tions for the Assumptions 2.1.1.A and B. It was noted that Bachelier (1900) proposed Brownian Motion

process as a model of stock price movements. In modern terminology this amounts to the random walk

theory of asset pricing which claims that asset returns ought not to be predictable because of the informa-
tional e�ciency of �nancial markets. Hence, it assumes returns on consecutive regularly sampled periods
[t+ k; t+ k + 1] ; k = 0; 2; :::; h � 1 are independently (identically) distributed. With such a benchmark
in mind, it is natural to view the expectation and the variance of the continuously compounded rate of
return log (St+h=St) as proportional to the maturity h of the investment.
Obviously we no longer use Brownian motions as a process for asset prices but it is nevertheless worth

noting that Assumptions 2.1.1.A and B also imply that the expected rate of return and the associated
squared risk (in terms of variance of the rate of return) of an investment over an in�nitely-short interval
[t; t+ h] is proportional to h. Sims (1984) provided some rationale for both assumptions through the
concept of \local unpredictability".

To conclude, let us brie
y discuss a particular special case of (2.1.5) predominantly used in theoretical

developments and also highlight an implicit restriction we made. When �S (It) = �S and �S (It) = �S are
constants for all t the asset price is a geometric Brownian motion. This process was used by Black and
Scholes (1973) to derive their well-known pricing formula for European options. Obviously, since �S (It)
is a constant we no longer have an instantaneous volatility process but rather a single parameter �S - a
situation which undoubtedly greatly simpli�es many things including the pricing of options. A second

point which needs to be stressed is that Assumptions 2.1.1.A and B allow for the possibility of discrete
jumps in the asset price process. Such jumps are typically represented by a Poisson process and have been

prominent in the option pricing literature since the work of Merton (1976). Yet, while the assumptions

allow in principle for jumps, they do not appear in (2.1.5). Indeed, throughout this chapter we will maintain
the assumption of sample path continuity and exclude the possibility of jumps as we focus exclusively on

SV models.

2.1.2 Option Prices and Implied Volatilities

It was noted in the introduction that SV models originated in part from the literature on the pricing of

options. We have witnessed over the past two decades a spectacular growth in options and other derivative

security markets. Such markets are sometimes characterized as places where \volatilities are traded". In
this section we will provide the rationale for such statements and study the relationship between so-called

options implied volatilities and the concepts of instantaneous and averaged volatilities of the underlying

asset return process.
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The Black-Scholes option pricing model is based on a Log-Normal or Geometric Brownian Motion

model for the underlying asset price:

dSt = �SStdt+ �SStdWt (2.1.7)

where �S and �S are �xed parameters. A European call option with strike price K and maturity t+h has

a payo�:

[St+h �K]+ =

8><>:
St+h �K if St+h � K

0 otherwise
(2.1.8)

Since the seminal Black and Scholes (1973) paper, there is now a well established literature proposing

various ways to derive the pricing formula of such a contract. Obviously, it is beyond the scope of this

paper to cover this literature in detail.3 Instead, the bare minimum will be presented here allowing us to

discuss the concepts of interest regarding volatility.

With continuous costless trading assumed to be feasible, it is possible to form a portfolio using one call
and a short-sale strategy for the underlying stock to eliminate all risk. This is why the option price can be
characterized without ambiguity, using only arbitrage arguments, by equating the market rate of return
of the riskless portfolio containing the call option with the risk-free rate. Moreover, such arbitrage-based
option pricing does not depend on individual preferences4.

This is the reason why the easiest way to derive the Black-Scholes option pricing formula is via a \risk-
neutral world", where asset price processes are speci�ed through a modi�ed probability measure, referred
to as the risk neutral probability measure denoted Q (as discussed more explicitly in section 4.2). This
�ctitious world where probabilities in general do not coincide with the Data Generating Process (DGP),
is only used to derive the option price which remains valid in the objective probability setup. In the risk
neutral world we have:

dSt=St = rtdt+ �SdWt (2.1.9)

Ct = C (St;K; h; t) = B(t; t+ h)EQ
t (St+h �K)+ (2.1.10)

where EQ
t is the expectation under Q, B(t; t+h) is the price at time t of a pure discount bond with payo�

one unit at time t+ h and

rt = � lim
h!0

1

h
Log B(t; t+ h) (2.1.11)

is the riskless instantaneous interest rate.5 We have implicitly assumed that in this market interest rates

are nonstochastic (Wt is the only source of risk) so that:

B(t; t+ h) = exp

"
�
Z t+h

t
r�d�

#
: (2.1.12)

3See however Jarrow and Rudd (1983), Cox and Rubinstein (1985), Du�e (1989), Du�e (1992), Hull (1993) or Hull (1995)
among others for more elaborate coverage of options and other derivative securities.

4This is sometimes refered to as preference free option pricing. This terminology may somewhat be misleading since
individual preferences are implicitly taken into account in the market price of the stock and of the riskless bond. However,
the option price only depends on individual preferences through the stock and bond market prices.

5For notational convenience we denote by the same symbol Wt a Brownian motion under P (in 2.1.7) and under Q (in
2.1.9). Indeed, Girsanov's theorem establishes the link between these two processes (see e.g. Du�e (1992) and section 4.2.1).
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By de�nition, there are no risk premia in a risk neutral context. Therefore rt coincides with the

instantaneous expected rate of return of the stock and hence the call option price Ct is the discounted

value of its terminal payo� (St+h �K)+ as stated in (2.1.10).

The log-normality of St+h given St allows one to compute the expectation in (2.1.10) yielding the call

price formula at time t:

Ct = St�(d)�KB(t; t+ h)�(d � �
p
h) (2.1.13)

where � is the cumulative standard normal distribution function while d will be de�ned shortly. Formula

(2.1.13) is the so-called Black-Scholes option pricing formula. Thus, the option price Ct depends on the

stock price St, the strike price K and the discount factor B(t; t+ h). Let us now de�ne :

xt = Log St=KB(t; t+ h) (2.1.14)

Then we have:

Ct=St = �(d)� e�xt�(d� �
p
h) (2.1.15)

with d =
�
xt=�

p
h
�
+ �

p
h=2. It is easy to see the critical role played by the quantity xt, called the

moneyness of the option.

� If xt = 0, the current stock price St coincides with the present value of the strike price K. In

other words, the contract may appear to be fair to somebody who would not take into account the
stochastic changes of the stock price between t and t+ h. We shall say that we have in this case an
at the money option.

� If xt > 0 (respectively xt < 0) we shall say that the option is in the money (respectively out the
money)6.

It was noted before that the Black-Scholes formula is widely used among practitioners, even when its
assumption are known to be violated. In particular the assumption of a constant volatility �S is unrealistic
(see section 2.2 for empirical evidence). This motivated Hull and White (1987) to introduce an option
pricing model with stochastic volatility assuming that the volatility itself is a state variable independent

of Wt :
7

(
dSt=St = rtdt+ �StdWt

(�St)t2[0;T ] ; (Wt)t2[0;T ] independent Markovian
(2.1.16)

It should be noted that (2..1.16) is still written in a risk neutral context since rt coincides with the

instantaneous expected return of the stock. On the other hand the exogenous volatility risk is not directly
traded, which prevents us from de�ning unambiguously a risk neutral probability measure, as discussed

in more detail in section 4.2. Nevertheless, the option pricing formula (2.1.10) remains valid provided the

expectation is computed with respect to the joint probability distribution of the Markovian process (S; �S),
given (St; �St).

8 We can then rewrite (2.1.10) as follows :

6We use here a slightly modi�ed terminology with respect to the usual one. Indeed, it is more common to call at the
money /in the money/ out of the money options, when St = K=St > K=St < K respectively. From an economic point of
view, it is more appealing to compare St with the present value of the strike price K.

7Other stochastic volatility models similar to Hull and White (1987) appear in Johnson and Shanno (1987), Scott (1987),
Wiggins (1987), Chesney and Scott (1989), Stein and Stein (1991) and Heston (1993) among others.

8We implicitly assume here that the available information It contains the past values (S� ; �� )��t. This assumption will

be discussed in section 4.2.
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Ct = B (t; t+ h)Et (St+h �K)
+
= B (t; t+ h)Et

n
E
h
(St+h �K)

+
���(�S�)t���t+h io (2.1.17)

where the expectation inside the brackets is taken with respect to the conditional probability distribution

of St+h given It and a volatility path �S� , t � � � t + h. However, since the volatility process �S� is

independent from Wt, we obtain using (2.1.15) that :

B (t; t+ h)Et

h
(St+h �K)

+
���(�S�)t���t+h i = StEt

h
� (d1)� e�xt� (d2)

i
(2.1.18)

where d1 and d2 are de�ned as follows :8<: d1 =
�
xt=
 (t; t+ h)

p
h
�
+ 
 (t; t+ h)

p
h=2

d2 = d1 � 
 (t; t+ h)
p
h

where 
 (t; t+ h) > 0 and :


2 (t; t+ h) =
1

h

Z t+h

t
�2S�d�: (2.1.19)

This yields the so-called Hull and White option pricing formula :

Ct = StEt

h
� (d1)� e�xt� (d2)

i
; (2.1.20)

where the expectation is taken with respect to the conditional probability distribution (for the risk neutral
probability measure) of 
 (t; t+ h) given �t.

9

In the remainder of this section we will assume that observed option prices obey Hull and White's

formula (2.1.20). Then option prices would yield two types of implied volatility concepts : (1) an instan-
taneous implied volatility and (2) an averaged implied volatility. To make this more precise, let us assume
that the risk neutral probability distribution belongs to a parametric family, P�, � 2 �. Then, the Hull
and White option pricing formula yields an expression for the option price as a function :

Ct = StF [�St; xt; �o] (2.1.21)

where �o is the true unknown value of the parameters. Formula (2.1.21) reveals why it is often claimed
that \option markets can be thought of as markets trading volatility" (see e.g. Stein (1989)). As a matter
of fact, if for any given (xt; �), F (�; xt; �) is one-to-one, then equation (2.1.21) can be inverted to yield an

implied instantaneous volatility :10

�imp
� (�) = G [St; Ct; xt; �] (2.1.22)

Bajeux and Rochet (1992), by showing that this one-to-one relationship between option prices and
instantaneous volatility holds, in fact formalize the use of option markets as an appropriate instrument to

hedge volatility risk. Obviously implied instantaneous volatilities (2.1.22) could only be useful in practice

for pricing or hedging derivative instruments when we know the true unknown value �o or , at least, are
able to compute a su�ciently accurate estimate of it.

9The conditioning is with respect to �t since it summarizes the relevant information taken from It ( the process � is
assumed to be Markovian and independent from W ).

10The fact that F (�; xt; �) is one-to-one is shown to be the case for any di�usion model on �t under certain regularity
conditions, see Bajeux and Rochet (1992).
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However, the di�culties involved in estimating SV models has for long prevented their wide spread

use in empirical applications. This is the reason why practitioners often prefer another concept of im-

plied volatility, namely the so-called Black-Scholes implied volatility introduced by Latane and Rendleman

(1976). It is a process !imp (t; t+ h) de�ned by :8>><>>:
Ct = St [� (d1)� e�xt� (d2)]

d1 =
�
xt=!

imp (t; t+ h)
p
h
�
+ !imp (t; t+ h)

p
h=2

d2 = d1 � !imp (t; t+ h)
p
h

(2.1.23)

where Ct is the observed option price.11

The Hull and White option pricing model can indeed be seen as a theoretical foundation for this

practice; the comparison between (2.1.23) and (2.1.20) allows us to interpret the Black Scholes implied

volatility !imp (t; t+ h) as an implied averaged volatility since !imp (t; t+ h) is something like a conditional

expectation of 
 (t; t+ h) (assuming observed option prices coincide with the Hull and White pricing
formula). To be more precise, let us consider the simplest case of at the money options (the general case
will be studied in section 4.2). Since xt = 0 it follows that d2 = �d1 and therefore : � (d1) � e�xt� (d2) =
2� (d1)�1: Hence, !imp

o (t; t+ h) (the index o is added to underline that we consider at the money options)
is de�ned by :

�

 
!imp
o (t; t+ h)

p
h

2

!
= Et�

 

 (t; t+ h)

p
h

2

!
(2.1.24)

Since the cumulative standard normal distribution function is roughly linear in the neighborhood of zero,
if follows that (for small maturities h) :

!imp
o (t; t+ h) � Et
 (t; t+ h)

This yields an interpretation of the Black-Scholes implied volatility !imp
o (t; t+ h) as an implied average

volatility :

!imp
o (t; t+ h) � Et

"
1

h

Z t+h

t
�2�d�

# 1
2

(2.1.25)

2.2 Some Stylized Facts

The search for model speci�cation and selection is always guided by empirical stylized facts. A model's

ability to reproduce such stylized facts is a desirable feature and failure to do so is most often a criterion to
dismiss a speci�cation although one typically does not try to �t or explain all possible empirical regularities

at once with a single model. Stylized facts about volatility have been well documented in the ARCH

literature, see for instance Bollerslev, Engle and Nelson (1994). Empirical regularities regarding derivative
securities and implied volatilities are also well covered for instance by Bates (1995a). In this section we

will summarize empirical stylized facts, complementing and updating some of the material covered in the
aforementioned references.

11We do not explicitly study here the dependence between !imp (t; t+ h) and the various related processes : Ct, St, xt.
This is the reason why, for sake of simplicity, this dependence is not apparent in the notation !imp (t; t+ h).
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(a) Thick tails

Since the early sixties it was observed, notably by Mandelbrot (1963), Fama (1963, 1965), among others

that asset returns have leptokurtic distributions. As a result, numerous papers have proposed to model

asset returns as i.i.d. draws from fat-tailed distributions such as Paretian or L�evy.

(b) Volatility clustering

Any casual observations of �nancial time series reveals bunching of high and low volatility episodes. In

fact, volatility clustering and thick tails of asset returns are intimately related. Indeed, the latter is a static

explanation whereas a key insight provided by ARCHmodels is a formal link between dynamic (conditional)

volatility behavior and (unconditional) heavy tails. ARCH models, introduced by Engle (1982) and the

numerous extensions thereafter as well as SV models are essentially built to mimic volatility clustering.

It is also widely documented that ARCH e�ects disappear with temporal aggregation, see e.g. Diebold

(1988) and Drost and Nijman (1993).

(c) Leverage e�ects
A phenomenon coined by Black (1976) as the leverage e�ect suggests that stock price movements are

negatively correlated with volatility. Because falling stock prices imply an increased leverage of �rms it
is believed that this entails more uncertainty and hence volatility. Empirical evidence reported by Black

(1976), Christie (1982) and Schwert (1989) suggests, however, that leverage alone is too small to explain the
empirical asymmetries one observes in stock prices. Others reporting empirical evidence regarding leverage
e�ects include Nelson (1991), Gallant, Rossi and Tauchen (1992, 1993), Campbell and Kyle (1993) and
Engle and Ng (1993).

(d) Information arrivals

Asset returns are typically measured and modeled with observations sampled at �xed frequencies such
as daily, weekly or monthly observations. Several authors, including Mandelbrot and Taylor (1967) and
Clark (1973) suggested to link asset returns explicitly to the 
ow of information arrivals. In fact it was
already noted that Clark proposed one of the early examples of SV models. Information arrivals are non
uniform through time and quite often not directly observable. Conceptually, one can think of asset price

movements as the realization of a process Yt = Y �
Zt

where Zt is a so-called directing process. This positive
nondecreasing stochastic process Zt can be thought of as being related to the arrival of information. This
idea of time deformation or subordinated stochastic processes was used by Mandelbrot and Taylor (1967)

to explain fat tailed returns, by Clark (1973) to explain volatility and was recently re�ned and further
explored by Ghysels, Gouri�eroux and Jasiak (1995a). Moreover, Easley and O'Hara (1992) provide a

microstructure model involving time deformation. In practice, it suggests a direct link between market
volatility and (1) trading volume, (2) quote arrivals, (3) forecastable events such as dividend announcements

or macroeconomic data releases, (4) market closures, among many other phenomena linked to information
arrivals.

Regarding trading volume and volatility there are several papers documenting stylized facts notably
linking high trading volume with market volatility, see for example Karpo� (1987) or Gallant, Rossi

and Tauchen (1992).12 The intraday patterns of volatility and market activity measured for instance by

quote arrivals is also well-known and documented. Wood, McInish and Ord (1985) and Harris (1986)
studied this phenomenon for securities markets and found a U-shaped pattern with volatility typically

12There are numerous models, theoretical and empirical, linking trading volume and asset returns which we cannot discuss
in detail. A partial list includes Foster and Viswanathan (1993a,b), Ghysels and Jasiak (1994a,b), Hausman and Lo (1991),
Hu�man (1987), Lamoureux and Lastrapes (1990, 1993), Wang (1993).
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high at the open and close of the market. The around the clock trading in foreign exchange markets

also yields a distinct volatility pattern which is tied with the intensity of market activity and produces

strong seasonal patterns. The intradaily patterns for FX markets are analyzed for instance by M�uller et al.

(1990), Baillie and Bollerslev (1991), Harvey and Huang (1991), Dacorogna et al. (1993), Andersen and

Bollerslev (1995), Bollerslev and Ghysels (1994), Ghysels, Gouri�eroux and Jasiak (1995b) among others.

Another related empirical stylized fact is that of overnight and weekend market closures and their e�ect on

volatility. Fama (1965) and French and Roll (1986) have found that information accumulates more slowly

when the NYSE and AMEX are closed resulting in higher volatility on those markets after weekends and

holidays. Similar evidence for FX markets has been reported by Baillie and Bollerslev (1989). Finally,

numerous papers documented increased volatility of �nancial markets around dividend announcements

(Cornell (1978), Patell and Wolfson (1979,1981)) and macroeconomic data releases (Harvey and Huang

(1991, 1992), Ederington and Lee (1993)).

(e) Long memory and persistence

Generally speaking volatility is highly persistent. Particularly for high frequency data one �nds evi-
dence of near unit root behavior of the conditional variance process. In the ARCH literature numerous
estimates of GARCH models for stock market, commodities, foreign exchange and other asset price series
are consistent with an IGARCH speci�cation. Likewise, estimation of stochastic volatility models show

similar patterns of persistence (see for instance Jacquier, Polson and Rossi (1994)). These �ndings have
led to a debate regarding modelling persistence in the conditional variance process either via a unit root
or a long memory process. The latter approach has been suggested both for ARCH and SV models, see
Baillie, Bollerslev and Mikkelsen (1993), Breidt et al. (1993), Harvey (1993) and Comte and Renault
(1995). Ding, Granger and Engle (1993) studied the serial correlations of jr (t; t+ 1)jc for positive values
of c where r (t; t+ 1) is a one-period return on a speculative asset. They found jr (t; t+ 1)jc to have quite
high autocorrelations for long lags while the strongest temporal dependence was for c close to one. This
result initially found for daily S&P500 return series was also shown to hold for other stock market indices,
commodity markets and foreign exchange series (see Granger and Ding (1994)).

(f) Volatility comovements

There is an extensive literature on international comovements of speculative markets. Concerns whether
globalization of equity markets increase price volatility and correlations of stock returns has been the sub-
ject of many recent studies including, von Fustenberg and Jean (1989), Hamao, Masulis and Ng (1990),
King, Sentana and Wadhwani (1994), Harvey, Ruiz and Sentana (1992), Lin, Engle and Ito (1994). Typi-

cally one uses factor models to model the commonality of international volatility, as in Diebold and Nerlove

(1989), Harvey, Ruiz and Sentana (1992), Harvey, Ruiz and Shephard (1994) or explores so-called common
features, see e.g. Engle and Kozicki (1993) and common trends as studied by Bollerslev and Engle (1993).

(g) Implied volatility correlations
Stylized facts are typically reported as model-free empirical observations.13 Implied volatilities are

obviously model-based as they are calculated from a pricing equation of a speci�c model, namely the Black

and Scholes model as noted in section 2.1.3. Since they are computed on a daily basis there is obviously

an internal inconsistency since the model presumes constant volatility. Yet, since many option prices are

in fact quoted through their implied volatilities it is natural to study the time series behavior of the latter.
Often one computes a composite measure since synchronous option prices with di�erent strike prices and

13This is in some part �ctitious even for macroeconomic data for instance when they are detrended or seasonal adjusted.
Both detrending and seasonnaly adjustment are model-based. For the potentially severe impact of detrending on stylized
facts see Canova (1992) and Harvey and Jaeger (1993) and for the e�ect of seasonal adjustment on empirical regularities see
Ghysels et al. (1993).
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maturities for the same underlying asset yield di�erent implied volatilities. The composite measure is

usually obtained from a weighting scheme putting more weight on the near-the-money options which are

the most heavily traded on organized markets.14

The time series properties of implied volatilities obtained from stock, stock index and currency options

are quite similar. They appear stationary and are well described by a �rst order autoregressive model

(see Merville and Pieptea (1989) and Sheikh (1993) for stock options, Poterba and Summers (1986), Stein

(1989), Harvey and Whaley (1992) and Diz and Finucane (1993) for the S&P 100 contract and Taylor

and Xu (1994), Campa and Chang (1995) and Jorion (1995) for currency options). It was noted from

equation (2.1.25) that implied (average) volatilities are expected to contain information regarding future

volatility and therefore should predict the latter. One typically tests such hypotheses by regressing realized

volatilities on past implied ones.

The empirical evidence regarding the predictable content of implied volatilities is mixed. The time

series study of Lamoureux and Lastrapes (1993) considers options on non-dividend paying stocks and

compared the forecasting performance of GARCH, implied volatility and historical volatility estimates
and found that implied volatilities forecasts, though they are biased as one would expect from (2.1.25),
outperform the others. In sharp contrast, Canina and Figlewski (1993) studied S&P 100 index call options
for which there is an extremely active market. They found that implied volatilities were virtually useless

in forecasting future realized volatilities of the S&P 100 index. In a di�erent setting using weekly sampling
intervals for S&P 100 option contracts and a di�erent sample Day and Lewis (1992) not only found that
implied volatilities had a predictive content but also were unbiased. Studies examining options on foreign
currencies, such as Jorion (1995) also found that implied volatilities were predicting future realizations and
GARCH as well as historical volatilities were not outperforming the implied measures of volatility.

(h) The term structure of implied volatilities
The Black-Scholes model predicts a 
at term structure of volatilities. In reality, the term structure of

at-the-money implied volatilities is typically upward sloping when short term volatilities are low and the
reverse when they are high (see Stein(1989)). Taylor and Xu (1994) found that the term structure of implied
volatilities from foreign currency options reverses slope every few months. Stein (1989) also found the actual

sensitivity of medium to short term implied volatilities was greater than the estimated sensitivity from the
forecast term structure and concluded that medium term implied volatilities overreacted to information.
Diz and Finucane (1993) used di�erent estimation techniques and rejected the overreaction hypothesis,

even reported evidence suggesting underreaction.
(i) Smiles

If option prices in the market were conformable with the Black-Scholes formula, all the Black-Scholes
implied volatilities corresponding to various options written on the same asset would coincide with the

volatility parameter � of the underlying asset. In reality this is not the case, and the Black-Scholes implied
volatility wimp (t; t+ h) de�ned by (2.1.23) heavily depends on the calendar time t, the time to maturity
h and the moneyness xt = LogSt=KB (t; t+ h) of the option. This may produce various biases in option
pricing or hedging when BS implied volatilities are used to evaluate new options with di�erent strike prices

K and maturities h . These price distortions, well-known to practitioners, are usually documented in the

empirical literature under the terminology of the smile e�ect, where the so-called \smile" refers to the
U-shaped pattern of implied volatilities across di�erent strike prices. More precisely, the following stylized

facts are extensively documented (see for instance Rubinstein (1985), Clewlow and Xu (1993), Taylor and

14Di�erent weighting schemes have been suggested, see for instance Latane and Rendleman (1976), Chiras and Manaster
(1978), Beckers (1981), Whaley (1982), Day and Lewis (1988), Engle and Mustafa (1992) and Bates (1995b).
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Xu (1993)) :

� The U-shaped pattern of wimp (t; t+ h) as a function of K (or logK) has its minimum centered at

near - the - money options (discounted K close to St, i.e. xt close to zero).

� The volatility smile is often but not always symmetric as a function of logK (or of xt).

� The amplitude of the smile increases quickly when time to maturity decreases. Indeed, for short

maturities the smile e�ect is very pronounced (BS implied volatilities for synchronous option prices

may vary between 15% and 25%) while it almost completely disappears for longer maturities.

� The smile can be asymmetric. This skewness e�ect can often be described as the addition of a

monotonic curve to the standard symmetric smile: if a decreasing curve is added, implied volatilities

tend to rise more for decreasing than for increasing strike prices and the implied volatility curve

has its minimum out of the money. In the reverse case (addition of an increasing curve), implied
volatilities tend to rise more with increasing strike prices and their minimum is in the money.

It is widely believed that volatility smiles have to be explained by a modelling of stochastic volatility.
This is natural for several reasons: First, it is tempting to propose a model of stochastically time varying

volatility to account for stochastically time varying BS implied volatilities. Moreover, the decreasing
amplitude of the smile being a function of time to maturity is conformable with formula like (2.1.25).
Indeed, it shows that, when time to maturity is increased, temporal aggregation of volatilities erases
conditional heteroskedasticity, which decreases the smile phenomenon. Finally, the skewness itself may
also be attributed to the stochastic feature of the volatility process and overall to the correlation of this
process with the price process (the so-called leverage e�ect). Indeed, this e�ect, while sensible for stock

prices data, is small for interest rate and exchange rate series which is why the skewness of the smile is
more often observed for options written on stocks.

Nevertheless, it is important to be cautious about tempting associations: stochastic implied volatility
and stochastic volatility; asymmetry in stocks and skewness in the smile. As will be discussed in section
4, such analogies are not always rigorously proven. Moreover, other arguments to explain the smile and

its skewness (jumps, transaction costs, bid-ask spreads, non-synchronous trading, liquidity problems, ...)

have also to be taken in account both for theoretical reasons and empirical ones. For instance, there exists
empirical evidence suggesting that the most expensive options (the upper parts of the smile curve) are
also the least liquid; skewness may therefore be attributed to speci�c con�gurations of liquidity in option

markets.

2.3 Information sets

So far we left the speci�cation of information sets vague. This was done on purpose to focus on one issue

at the time. In this section we need to be more formal regarding the de�nition of information since it

will allow us to clarify several missing links between the various SV models introduced in the literature

and also between SV and ARCH models. We know that SV models emerged from research looking at a
very diverse set of issues. In this section we will try to de�ne a common thread and a general unifying

framework. We will accomplish this through a careful analysis of information sets and associate notions of
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non-causality in the Granger sense. These causality conditions will allows us to characterise in section 2.4

the distinct features of ARCH and SV models.15

2.3.1 State variables and information sets

The Hull and White (1987) model is a simple example of a derivative asset pricing model where the

stock price dynamics are governed by some unobservable state variables, such as random volatility. More

generally, it is convenient to assume that a multivariate di�usion process Ut summarizes the relevant state

variables in the sense that: 8>><>>:
dSt/St = �tdt+ �tdWt

dUt = 
tdt+ �tdW
U
t

Cov
�
dWt; dW

U
t

�
= �tdt

(2.3.1)

where the stochastic processes �t; �t,
t; �t and �t are I
U
t = [U� ; � � t] adapted (Assumption 2.3.1).

This means that the process U summarizes the whole dynamics of the stock price process S (which
justi�es the terminology \state" variable) since, for a given sample path (U� )0���T of state variables,

consecutive returns Stk+1

.
Stk ; 0 � t1 < t2 < ::: < tk � T are stochastically independent and log-normal

(as in the benchmark BS model).
The arguments of section 2.1.2 can be extended to the state variables framework (see Garcia and Renault

(1995)) discussed here. Indeed, such an extension provides a theoretical justi�cation for the common use of
the Black and Scholes model as a standard method of quoting option prices via their implied volatilities.16

In fact, it is a way of introducing neglected heterogeneity in the BS option pricing models (see Renault
(1995) who draws attention to the similarities with introducing heterogeneity in microeconometric models
of labor markets, etc.).

In continuous time models, available information at time t for traders (whose information determines
option prices) is characterized by continuous time observations of both the state variable sample path and

stock price process sample path; namely:

It = � [U� ; S� ; � � t] (2.3.2)

2.3.2 Discrete sampling and Granger noncausality

In the next section we will treat explicitly discrete time models. It will necessitate formulating discrete
time analogues of equation (2.3.1). The discrete sampling and Granger non causality conditions discussed

here will bring us a step closer to building a formal framework for statistical modelling using discrete time

data.
Clearly, a discrete time analogue of equation (2.3.1) is:

logSt+1=St = � (Ut) + � (Ut) "t+1 (2.3.3)

15The analysis in this section has some features in common with Andersen (1992) regarding the use of information sets to
clarify the di�erence between SV and ARCH type models.

16Garcia and Renault (1995) argued that Assumption 2.3.1 is essential to ensure the homogeneity of option prices with
respect to the pair (stock price, strike price) which in turn ensures that BS implied volatilities do not depend on monetary
units. This homogeneity property was �rst emphasized by Merton (1973).
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provided we impose some restrictions on the process "t. The restrictions we want to impose must be 
exible

enough to accommodate phenomena such as leverage e�ects for instance. A setup that does this is the

following :

Assumption 2.3.2.A : The process "t in (2.3.3) is i.i.d. and not Granger caused by the state variable process

Ut.

Assumption 2.3.2.B : The process "t in (2.3.3) does not Granger cause Ut.

Assumption 2.3.2.B is useful for the practical use of BS implied volatilities as it is the discrete time

analogue of Assumption 2.3.1 where it is stated that the coe�cients of the process U are IUt adapted

(for further details see Garcia and Renault (1995)). Assumption 2.3.2.A is important for the statistical

interpretation of the functions � (Ut) and � (Ut) respectively as trend and volatility coe�cients. Namely,

E [logSt+1=St j (S�=S��1; � � t)]
= E [E [logSt+1=St j (U� ; "� ; � � t)] j (S�=S��1; � � t)]
= E [� (Ut) j (St=St�1; � � t)]

(2.3.4)

since E ["t+1 j (U� ; "� ; � � t)] = E ["t+1 j "t; � � t] = 0 due to the Granger noncausality from Ut to "t of

Assumption 2.3.2.A. Likewise, one can easily show that

V ar [logSt+1=St � � (Ut) j (S�=S��1; � � t)]
= E [�2 (Ut) j (S�=S��1; � � t)]

(2.3.5)

Implicitly we have introduced a new information set in (2.3.4) and (2.3.5) which besides It de�ned
in (2.3.2) will be useful as well for further analysis. Indeed, one often con�nes (statistical) analysis to
information conveyed by a discrete time sampling of stock return series which will be denoted by the
information set

IRt � � [S�=S��1 : � = 0; 1; :::; t� 1; t] (2.3.6)

where the superscript R stands for returns. By extending Andersen (1994), we shall adopt as the most
general framework for univariate volatility modelling, the setup given by the Assumptions 2.3.2.A, 2.3.2.B
and:

Assumption 2.3.2.C : � (Ut) is I
R
t measurable.

Therefore in (2.3.4) and (2.3.5) we have essentially shown that :

E
h
logSt+1=St j IRt

i
= � (Ut) (2.3.7)

V ar
h
(log St+1=St)

���IRt i = E
h
�2 (Ut)

��� IRt i (2.3.8)

2.4 Statistical Modelling of Stochastic Volatility

Financial time series are observed at discrete time intervals while a majority of theoretical models are

formulated in continuous time. Generally speaking there are two statistical methodologies to resolve this

tension. Either one consider for the purpose of estimation statistical discrete time models of the continuous
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time processes. Alternatively, the statistical model may be speci�ed in continuous time and inference is

done via a discrete time approximation. In this section we will discuss in detail the former approach while

the latter will be introduced in section 4. The class of discrete time statistical models discussed here is

general. In section 2.4.1 we introduce some notation and terminologies. The next section discuss the

so-called stochastic autoregressive volatility model introduced by Andersen (1994) as a rather general and


exible semi-parametric framework to encompass various representations of stochastic volatility already

available in the literature. Identi�cation of parameters and requested additional restrictions are discussed

in section 2.4.3

2.4.1 Notation and Terminology

In section 2.3, we left unspeci�ed the functional forms which the trend � (�) and volatility � (�) take. Indeed,
in some sense we built a nonparametric framework recently proposed by Lezan, Renault and de Vitry (1995)

which they introduced to discuss a notion of stochastic volatility of unknown form.17 This nonparametric

framework encompasses standard parametric models (see section 2.4.2 for more formal discussion). For
the purpose of illustration let us consider two extreme cases, assuming for simplicity that � (Ut) = 0 :
(i) the discrete time analogue of the Hull and White model (2.1.16) is obtained when � (Ut) = �t is a
stochastic process independent from the stock return standardized innovation process " and (ii) �t may
be a deterministic function h ("t; � � t) of past innovations. The latter is the complete opposite of (i) and

leads to a large variety of choices of parametrized functions for h yielding X-ARCH models (GARCH,
EGARCH, QTARCH, Periodic GARCH, etc.).

Besides these two polar cases where Assumption 2.3.2.A is ful�lled in a trivial degenerate way, one
can also accommodate leverage e�ects.18 In particular the contemporaneous correlation structure between
innovations in U and the return process can be nonzero, since the Granger non-causality assumptions deal
with temporal causal links rather than contemporaneous ones. For instance, we may have � (Ut) = �t with:

log St+1/St = �t"t+1 (2.4.1)

Cov
�
�t+1; "t+1j IRt

�
6= 0 (2.4.2)

A negative covariance in (2.4.2) is a standard case of leverage e�ect, without violating the non-causality
Assumptions 2.3.2.A and B.

A few concluding observations are worth making to deal with the burgeoning variety of terminologies

in the literature. First, we have not considered the distinction due to Taylor (1994) between \lagged

autoregressive random variance models" given by (2.4.1) and \contemporaneous autoregressive random

variance models" de�ned by:

log St+1/St = �t+1"t+1 (2.4.3)

17Lezan, Renault and de Vitry (1995) discuss in detail how to recover phenomena such as volatility clustering in this
framework. As a nonparametric framework it also has certain advantages regarding (robust) estimation. They develop for
instance methods that can be useful as a �rst estimation step for e�cient algorithms assuming a speci�c parametric model
(see Section 5).

18Assumption 2.3.2.B is ful�lled in the case (i) but may fail in the GARCH case (ii). When it fails to hold in the latter
case it makes the GARCH framework not very well-suited for option pricing.
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Indeed, since the volatility process �t is unobservable, the settings (2.4.1) and (2.4.3) are observationally

equivalent as long as they are not completed by precise (non)-causality assumptions. For instance : (i)

(2.4.1) and assumption 2.3.2.A together appear to be a correct and very general de�nition of a SV model

possibly completed by Assumption 2.3.2.B for option pricing and (2.4.2) to introduction leverage e�ects,

(ii) (2.4.3) associated with (2.4.2) would not be a correct de�nition of a SV model since in this case in

general: E
h
log St+1/St j IRt

i
6= 0, and the model would introduce via the process � a forecast which is

related not only to volatility but also to the expected return.

For notational simplicity, the framework (2.4.3) will be used in section 3 with the leverage e�ect captured

by Cov (�t+1; "t) 6= 0 instead of Cov (�t+1; "t+1) 6= 0. Another terminology was introduced by Amin and

Ng (1993) for option pricing. Their distinction between \predictable" and \unpredictable" volatility is

very close to the leverage e�ect concept and can also be analyzed through causality concepts as discussed

in Garcia and Renault (1995). Finally, it will not be necessary to make a distinction between weak,

semi-strong and strong de�nitions of SV models in analogy with their ARCH counterparts (see Drost and

Nijman (1993)). Indeed, the class of SV models as de�ned here can accommodate parametrizations which
are closed under temporal aggregation (see also section 4.1 on the subject of temporal aggregation).

2.4.2 Stochastic Autoregressive Volatility

For simplicity, let us consider the following univariate volatility process :

yt+1 = �t + �t"t+1 (2.4.4)

where �t is a measurable function of observables yt 2 IRt , � � t. While our discussion will revolve around
(2.4.4), we will discuss several issues which are general and not con�ned to that speci�c model; extensions
will be covered more explicitly in section 3.5. Following the result in (2.3.8) we know that :

V ar
h
yt+1j IRt

i
= E

h
�2t

��� IRt i (2.4.5)

suggesting (1) that volatility clustering can be captured via autoregressive dynamics in the conditional
expectation (2.4.5) and (2) that thick tails can be obtained in either one of three ways, namely (a) via

heavy tails of the white noise "t distribution, (b) via the stochastic features of E
h
�2t j IRt

i
and (c) via speci�c

randomness of the volatility process �t which makes it latent i.e. �t =2 IRt .19 The volatility dynamics that

follow from (1) and (2) are usually an AR(1) model for some nonlinear function of �t. Hence, the volatility
process is assumed to be stationary and Markovian of order one but not necessarily linear AR(1) in �t itself.
This is precisely what motivated Andersen (1994) to introduce the Stochastic Autoregressive Variance or

SARV class of models where �t (or �
2
t ) is a polynomial function g (Kt) of a Markov process Kt with the

following dynamic speci�cation :

Kt = w + �Kt�1 + [
 + �Kt�1]ut (2.4.6)

where ~ut = ut � 1 is zero-mean white noise with unit variance. Andersen (1994) discusses su�cient
regularity conditions which ensure stationarity and ergodicity for Kt. Without entering into the details,

let us note that the fundamental non-causality Assumption 2.3.2A implies that the ut process in (2.4.6)

19Kim and Shephard (1994), using data on weekly returns on the S&P 500 Index , found that a t-GARCH model has an
almost identical likelihood as the normal based SV model. This example shows that a speci�c randomness in �t may produce
the same level of marginal kurtosis as a heavy tailed student distribution of the white noise ".

15



does not Granger cause "t in (2.4.4). In fact, the non-causality condition suggests a slight modi�cation

of Andersen's (1994) de�nition. Namely, it suggests assuming "t+1 independent of ut�j , j � 0 for the

conditional probability distribution, given "t�j, j � 0 rather than for the unconditional distribution. This

modi�cation does not invalidate Andersen's SARV class of models as the most general parametric statistical

model studied so far in the volatility literature. The GARCH (1,1) model is straightforwardly obtained

from (2.4.6) by letting Kt = �2t ; 
 = 0 and ut = "2t . Note that the deterministic relationship ut = "2t
between the stochastic components of (2.4.4) and (2.4.6) emphasizes that, in GARCH models, there is no

randomness speci�c to the volatility process. The Autoregressive Random Variance model popularized by

Taylor (1986) also belongs to the SARV class. Here:

log �t+1 = � + � log �t + �t+1 (2.4.7)

where �t+1 is a white noise disturbance such that Cov (�t+1, "t+1) 6= 0 to accommodate leverage e�ects.

This is a SARV model with Kt = log �t, � = 0 and �t+1 = 
ut+1.
20

2.4.3 Identi�cation of parameters

Introducing a general class of processes for volatility, like the SARV class discussed in the previous section
prompts questions regarding identi�cation. Suppose again that

yt+1 = �t"t+1
�
q
t = g (Kt) , q 2 f1; 2g
Kt = w + �Kt�1 + [
 + �Kt�1]ut .

(2.4.8)

Andersen (1994), noted the model is better interpreted by considering the zero-mean white noise process
~ut = ut � 1 :

Kt = (w + 
) + (�+ �)Kt�1 + (
 + �Kt�1) ~ut . (2.4.9)

It is clear from the latter that it may be di�cult to distinguish empirically the constant w from the
"stochastic" constant 
ut. Similarly, the identi�cation of the � and � parameters separately is also prob-

lematic as (� + �) governs the persistence of shocks to volatility. These identi�cation problems are usually
resolved by imposing (arbitrary) restrictions on the pairs of parameters (w; 
) and (�; �).

The GARCH(1,1) and Autoregressive Random Variance speci�cations assume that 
 = 0 and � = 0

respectively. Identi�cation of all parameters without such restrictions generally requires additional con-
straints, for instance via some distributional assumptions on "t+1 and ut, which restrict the semi-parametric

framework of (2.4.6) into a parametric statistical model.
To address more rigorously the issue of identi�cation, it is useful to consider, according to Andersen

(1994), the following reparametrisation (assuming for notational convenience that � 6= 0) :8><>:
K = (w + 
) /(1 � � � �)

� = � + �

� = 
/�

(2.4.10)

Hence equation (2.4.9) can be rewritten as :

20Andersen (1994) also shows that the SARV framework encompasses another type of random variance model that we have
considered as ill-speci�ed since it combines (2.4.2) and (2.4.3).
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Kt = K + � (Kt�1 �K) + (� +Kt�1) �Ut

where �Ut = �~ut.

It is clear from (2.4.10), that only three functions of the original parameters �; �; 
; w may be identi�ed

and that the three parameters K; �; � are identi�ed from the �rst three unconditional moments of the

process Kt for instance.

To give to these identi�cation results an empirical content, it is essential to know : (1) how to go from

the moments of the observable process Yt to the moments of the volatility process �t and (2) how to go

from the moments of the volatility process �t to the moments of the latent process Kt. The �rst point

is easily solved by specifying the corresponding moments of the standardised innovation process ". If we

assume for instance a Gaussian probability distribution, we obtain that :8>><>>:
E jytj =

q
2/ � E�t

E jytj jyt�jj = 2/ � E (�t�t�j)

E jy2t j jyt�jj =
q
2/ � E (�2t�t�j)

(2.4.11)

The solution of the second point requires in general the speci�cation of the mapping g and of the

probability distribution of ut in (2.4.6). For the so-called Log-normal SARV model, it is assumed that
� = 0 and Kt = log �t (Taylor's autoregressive random variance model) and that ut is normally distributed
(Log-normality of the volatility process). In this case, it is easy to show that :8>><>>:

E�nt = exp [n EKt + n2 V arKt/ 2]

E
�
�mt �

n
t�j

�
= E�mt E�

n
t�j exp [mnCov (Kt;Kt�j)]

Cov (Kt;Kt�j) = �jV arKt

(2.4.12)

Without the normality assumption (i.e. QML, mixture of normal, Student distribution ...) this model
will be studied in much more detail in sections 3 and 5 from both probabilistic and statistical points of
view. Moreover, this is a template for studying other speci�cations of the SARV class of models. In
addition, various speci�cations will be considered in section 4 as proxies of continuous time models.

3 Discrete Time Models

The purpose of this section will be to discuss the statistical handling of discrete time SV models, using

simple univariate cases. We start by de�ning the most basic SV model corresponding the autoregressive

random variance model discussed earlier in (2.4.7). We study its statistical properties in section 3.2 and

provide a comparison with ARCH models in section 3.3. Section 3.4 is devoted to �ltering, prediction and

smoothing. Various extensions, including multivariate models, are covered in the last section. Estimation
of the parameters governing the volatility process is discussed later in section 5.

3.1 The Discrete Time SV Model

The discrete time SV model may be written as

yt = �t"t; t = 1; :::; T; (3.1.1)
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where yt denotes the demeaned return process yt = log (St=St�1)�� and log �2t follows an AR(1) process. It
will be assumed that "t is a series of independent, identically distributed random disturbances. Usually "t
is speci�ed to have a standard distribution so its variance, �2" , is unknown. Thus for a normal distribution

�2" is unity while for a t-distribution with � degrees of freedom it will be �= (� � 2). Following a convention

often adopted in the literature we write:

yt = �"te
0:5ht (3.1.2)

where � is a scale parameter, which removes the need for a constant term in the stationary �rst-order

autoregressive process

ht+1 = �ht + �t; �t � IID(0; �2�); j�j < 1: (3.1.3)

It was noted before that if "t and �t are allowed to be correlated with each other, the model can pick

up the kind of asymmetric behavior which is often found in stock prices. Indeed a negative correlation

between "t and �t induces a leverage e�ect. As in section 2.4, the timing of the disturbance in (??) ensures
that the observations are still a martingale di�erence, the equation being written in this way so as to tie
in with the state space literature.

It should be stressed that the above model is only an approximation to the continuous time model of
section 2 observed at discrete intervals. The accuracy of the approximation is examined in Dassios (1995)

using Edgeworth expansions.

3.2 Statistical Properties

The following properties of the SV model hold even if "t and �t are contemporaneously correlated. Firstly,

as noted, yt is a martingale di�erence. Secondly, stationarity of ht implies stationarity of yt. Thirdly, if
�t is normally distributed, it follows from the properties of the lognormal distribution that E[exp(aht)] =
exp(a2�2h=2), where a is a constant and �2h is the variance of ht. Hence, if "t has a �nite variance, the
variance of yt is given by

V ar(yt) = �2�2" exp(�
2
h=2) (3.2.1)

where �2h is the variance of ht. Similarly if the fourth moment of "t exists, the kurtosis of yt is �exp( �
2
h),

where � is the kurtosis of "t; so yt exhibit more kurtosis than "t: Finally all the odd moments are zero.
For many purposes we need to consider the moments of powers of absolute values. Again, �t is assumed

to be normally distributed. Then for "t having a standard normal distribution, the following expressions
are derived in Harvey (1993):

E j yt jc= �c2c=2
�
�
c
2
+ 1

2

�
�
�
1
2

� exp(
c2

8
�2h); c > �1; c 6= 0 (3.2.2)

and

V ar j yt jc= �2c2cexp (
c2

2
�2h)

8><>:
�
�
c+1

2

�
�
�
1
2

� �
24�

�
c
2
+ 1

2

�
�
�
1
2

�
352
9>=>; ; c > �0:5; c 6= 0

Note that �(1=2) =
p
� and �(1) = 1: Corresponding expressions may be computed for other distributions

of "t including Student's t and the General Error Distribution.
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Finally, the square of the coe�cient of variation of �2t is often used as a measure of the relative strength

of the SV process. This is V ar(�2t )=[E(�
2
t )]

2 = exp(�2h)� 1: Jacquier, Polson and Rossi (1994) argue that

this is more easily interpretable than �2�: In the empirical studies they quote it is rarely less than 0.1 or

greater than 2.

3.2.1 Autocorrelation Functions

If we assume that the disturbances "t and �t are mutually independent, and �t is normal, the ACF of the

absolute values of the observations raised to the power c is given by

�(c)� =
E(j yt jcj yt�� jc)� fE(j yt jc)g2

E(j yt j2c)� fE(j yt jc)g2 =
exp( c

2

4
�2h�h;� )� 1

�c exp(
c2

4
�2h)� 1

; � � 1; c > �0:5; c 6= 0 (3.2.3)

where �c is
�c = E(j yt j2c)=fE(j yt jc)g2; (3.2.4)

and �h;� ; � = 0; 1; 2; ::: denotes the ACF of ht . Taylor (1986) gives this expression for c equal to one and

two and "t normally distributed. When c = 2, �c is the kurtosis and this is three for a normal distribution.
More generally,

�c = �(c +
1

2
)�(

1

2
)=f�( c

2
+
1

2
)g2; c 6= 0

For Student's t-distribution with � degrees of freedom :

�c =
�(c+ 1

2
)�(�c+ �

2
)�(1

2
)�(�

2
)

f�( c
2
+ 1

2
)�(� c

2
+ �

2
)g2 ; jcj < �=2; c 6= 0 (3.2.5)

Note that � must be at least �ve if c is two.
The ACF, �(c)� ; has the following features. First, if �2h is small and/or �h;� is close to one,

�(c)� ' �h;�
exp( c

2

4
�2h)� 1

(�c exp(
c2

4
�2h)� 1)

; � � 1; (3.2.6)

compare Taylor (1986, p. 74-5). Thus the shape of the ACF of ht is approximately carried over to �(c)�

except that it is multiplied by a factor of proportionality, which must be less than one for c positive as

�c is greater than one. Secondly, for the t-distribution, �c declines as � goes to in�nity. Thus �(c)� is a

maximum for a normal distribution. On the other hand, a distribution with less kurtosis than the normal
will give rise to higher values of �(c)� .

Although (??) gives an explicit relationship between �(c)� and c, it does not appear possible to make
any general statements regarding �(c)� being maximized for certain values of c. Indeed di�erent values of �2h
lead to di�erent values of c maximizing �(c)� : If �2h is chosen so as to give values of �(c)� of a similar size to

those reported in Ding, Granger and Engle (1993) then the maximum appears to be attained for c slightly
less than one. The shape of the curve relating �(c)� to c is similar to the empirical relationships reported in

Ding, Granger and Engle, as noted by Harvey (1993).
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3.2.2 Logarithmic Transformation

Squaring the observations in (??) and taking logarithms gives

log y2t = log �2 + ht + log "2t : (3.2.7)

Alternatively

log y2t = ! + ht + �t; (3.2.8)

where ! = log �2 + E log "2t ; so that the disturbance �t has zero mean by construction.

The mean and variance of log "2t are known to be -1.27 and �2=2 =4.93 when "t has a standard normal

distribution; see Abramovitz and Stegun (1970). However, the distribution of log "2t is far from being

normal, being heavily skewed with a long tail.

More generally, if "t has a t-distribution with � degrees of freedom, it can be expressed as:

"t = �t�
�0:5
t ;

where �t is a standard normal variate and �t is independently distributed such that ��t is chi-square with
� degrees of freedom. Thus

log "2t = log �2t � log �t

and again using results in Abramovitz and Stegun (1970), it follows that the mean and variance of log "2t
are -1.27 - (�=2) � log(�=2) and 4:93 +  0(�=2) respectively, where  (:) is the digamma function. Note
that the moments of �t exist even if the model is formulated in such a way that the distribution of "t is
Cauchy, that is � = 1: In fact in this case �t is symmetric with excess kurtosis two, compared with excess
kurtosis four when "t is Gaussian.

Since log "2t is serially independent, it is straightforward to work out the ACF of log y2t for ht following

any stationary process:

�(0)� = �h;�=f1 + �2�=�
2
hg; � � 1 (3.2.9)

The notation �(0)� re
ects the fact that the ACF of a power of an absolute value of the observation is the
same as that of the Box-Cox transform, that is fjytjc � 1g=c; and hence the logarithmic transform of an

absolute value, raised to any ( non-zero) power, corresponds to c = 0: (But note that one cannot simply

set c = 0 in (??)).
Note that even if �t and "t are not mutually independent, the �t and �t disturbances are uncorrelated

if the joint distribution of "t and �t is symmetric, that is f("t; �t) = f(�"t;��t); see Harvey, Ruiz and
Shephard (1994). Hence the expression for the ACF in (??) remains valid.

3.3 Comparison with ARCH models

The GARCH(1,1) model has been applied extensively to �nancial time series. The variance in (??) is

assumed to depend on the variance and squared observation in the previous time period. Thus

�2t = 
 + �y2t�1 + ��2t�1; t = 1; :::; T: (3.3.1)
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The GARCH model was proposed by Bollerslev (1986) and Taylor (1986), and is a generalization of

the ARCH model formulated by Engle (1982). The ARCH(1) model is a special case of GARCH(1,1) with

� = 0: The motivation comes from forecasting; in an AR(1) model with independent disturbances, the

optimal prediction of the next observation is a fraction of the current observation, and in ARCH(1) it is

a fraction of the current squared observation (plus a constant). The reason is that the optimal forecast is

constructed conditional on the current information and in an ARCH model the variance in the next period

is assumed to be known. This construction leads directly to a likelihood function for the model once a

distribution is assumed for "t: Thus estimation of the parameters upon which �2t depends is straightforward

in principle. The GARCH formulation introduces terms analogous to moving average terms in an ARMA

model, thereby making forecasts a function of a distributed lag of past squared observations.

It is straightforward to show that yt is a martingale di�erence with (unconditional) variance 
=(1����):
Thus � + � < 1 is the condition for covariance stationarity. As shown in Bollerslev (1986), the condition

under which the fourth moment exists in a Gaussian model is 2�2+(�+�)2 < 1. The model then exhibits

excess kurtosis. However, the fourth moment condition may not always be satis�ed in practice. Somewhat
paradoxically, the conditions for strict stationarity are much weaker and, as shown by Nelson (1990), even
include the case � + � = 1:

The speci�cation of GARCH(1,1) means that we can write

y2t = 
 + �y2t�1 + ��2t�1 + �t = 
 + (� + �)y2t�1 + �t � ��t�1

where �t = y2t � �2t is a martingale di�erence. Thus y2t has the form of an ARMA(1,1) process and so
its ACF can be evaluated in the same way. The ACF of the corresponding ARMA model seems to be
indicative of the type of patterns likely to be observed in practice in correlograms of y2t :

The GARCH model extends by adding more lags of �2t and y
2
t : However, GARCH(1,1) seems to be the

most widely used. It displays similar properties to the SV model, particularly if � is close to one. This
should be clear from (??) which has the pattern of an ARMA(1,1) process. Clearly � plays a role similar
to that of �+�. The main di�erence in the ACFs seems to show up most at lag one. Jacquier et al. (1994,
p373) present a graph of the correlogram of the squared weekly returns of a portfolio on the New York
Stock Exchange together with the ACFs implied by �tting SV and GARCH(1,1) models. In this case the

ACF implied by the SV model is closer to the sample values.

The SV model displays excess kurtosis even if � is zero since yt is a mixture of distributions. The
�2� parameter governs the degree of mixing independently of the degree of smoothness of the variance
evolution. This is not the case with a GARCH model where the degree of kurtosis is tied to the roots

of the variance equation, � and � in the case of GARCH(1,1). Hence, it is very often necessary to use a

non-Gaussian GARCH model to capture the high kurtosis typically found in a �nancial time series.
The basic GARCH model does not allow for the kind of asymmetry captured by an SV model with

contemporaneously correlated disturbances, though it can be modi�ed as suggested in Engle and Ng (1993).
The EGARCH model, proposed by Nelson (1991), handles asymmetry by taking log �2t to be a function of

past squares and absolute values of the observations.

3.4 Filtering, Smoothing and Prediction

For the purposes of pricing options, we need to be able to estimate and predict the variance, �2t , which
of course, is proportional to the exponent of ht. An estimate based on all the observations up to, and

possibly including, the one at time t is called a �ltered estimate. On the other hand an estimate based on
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all the observations in the sample, including those which came after time t is called a smoothed estimate.

Predictions are estimates of future values. As a matter of historical interest we may wish to examine the

evolution of the variance over time by looking at the smoothed estimates. These might be compared with

the volatilities implied by the corresponding options prices as discussed in section 2.1.3. For pricing `at

the money' options we may be able to simply use the �ltered estimate at the end of the sample and the

predictions of future values of the variance, as in the method suggested for ARCH models by Noh, Engle

and Kane (1994). More generally, it may be necessary to base prices on the full distribution of future

values of the variance, perhaps obtained by simulation techniques; for further discussion see section 4.2.

One can think of constructing �ltered and smoothed estimates in a very simple, but arbitrary way, by

taking functions (involving estimated parameters) of moving averages of transformed observations. Thus :

c�t2 = gf
rX

j=t�1

wtjf(yt�j)g; t = 1; ::; T; (3.4.1)

where r = 0 or 1 for a �ltered estimate and r = t� T for a smoothed estimate.
Since we have formulated a stochastic volatility model, the natural course of action is to use this as

the basis for �ltering, smoothing and prediction. For a linear and Gaussian time series model, the state
space form can be used as the basis for optimal �ltering and smoothing algorithms. Unfortunately, the SV
model is nonlinear. This leaves us with three possibilities:

1. a.compute ine�cient estimates based on a linear state space model;

b. use computer intensive techniques to estimate the optimal �lter to a desired level of accuracy;

c.use an (unspeci�ed) ARCH model to approximate the optimal �lter.

We now turn to examine each of these in some detail.

3.4.1 Linear State Space Form

The transformed observations, the log y20t s; can be used to construct a linear state space model as suggested

by Nelson (1988) and Harvey, Ruiz and Shephard (1994). The measurement equation is (??) while (??)
is the transition equation. The initial conditions for the state, ht, are given by its unconditional mean and
variance, that is zero and �2�=(1 � �2) respectively.

While it may be reasonable to assume that �t is normal, �t would only be normal if the absolute value

of "t were lognormal. This is unlikely. Thus application of the Kalman �lter and the associated smoothers

yields estimators of the state, ht; which are only optimal within the class of estimators based on linear

combinations of the log y20t s. Furthermore, it is not the h0ts which are required, but rather their exponents.

Suppose htjT denotes the smoothed estimator obtained from the linear state space form. Then exp(
htjT ) is of the form (??), multiplied by an estimate of the scaling constant, �2: It can be written as

a weighted geometric mean. This makes the estimates vulnerable to very small observations and is an

indication of the limitations of this approach.

Working with the logarithmic transformation raises an important practical issue, namely how to handle

observations which are zero. This is a re
ection of the point raised in the previous paragraph, since
obviously any weighted geometric mean involving a zero observation will be zero. More generally we wish

to avoid very small observations. One possible solution is to remove the sample mean. A somewhat more

satisfactory alternative, suggested by Fuller, and studied by Breidt and Carriquiry (1995), is to make the

following transformation based on a Taylor series expansion:
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log y2t
�= log(y2t + cs2y)� cs2y=(y

2
t + cs2y); t = 1; � � � ; T; (3.4.2)

where s2y is the sample variance of the y0ts and c is a small number, the suggested value being 0:02. The

e�ect of this transformation is to reduce the kurtosis in the transformed observations by cutting down the

long tail made up of the negative values obtained by taking the logarithms of the `inliers'. In other words

it is a form of trimming. It might be more satisfactory, to carry out this procedure after correcting the

observations for heteroskedasticity by dividing by preliminary estimates, c�t20s: The log b�20t s are then added
to the transformed observations. The c�t20s could be constructed from a �rst round or by using a totally

di�erent procedure, perhaps a nonparametric one.

The linear state space form can be modi�ed so as to deal with asymmetric models. It was noted

earlier that even if �t and "t are not mutually independent, the disturbances in the state space form are

uncorrelated if the joint distribution of "t and �t is symmetric. Thus the above �ltering and smoothing

operations are still valid, but there is a loss of information stemming from the squaring of the observations.

Harvey and Shephard (1993) show that this information may be recovered by conditioning on the signs
of the observations. These signs are, of course, the same as the signs of the "t's. Let E+(E�) denote the

expectation conditional on "t being positive (negative), and assign a similar interpretation to variance and
covariance operators. The distribution of �t is not a�ected by conditioning on the signs of the "t's, but,
remembering that E(�t j "t) is an odd function of "t;

�� = E+(�t) = E+[E�tj"t] = �E�(�t);

and

� = Cov+(�t; �t) = E+(�t�t)�E+(�t)E(�t) = E+(�t�t) = �Cov�(�t; �t);

because the expectation of �t is zero and

E+(�t�t) = E+[E(�tj"t) log "t]� ��E(log "t) = �E�(�t�t):

Finally
V ar+�t = E+(�

2
t )� [E+(�t)]

2 = �2� � ��2:

The linear state space form is now

log y2t = ! + ht + �t
ht+1 = �ht + st�

� + ��t
; 

�t
��t

!
j st � ID

  
0

0

!
;

 
�2� 
�st

�st �2� � ��

2

!!
:

(3.4.3)

The Kalman �lter may still be initialized by taking h0 to have mean zero and variance �2�=(1 � �2):

The parameterization in (??) does not directly involve a parameter representing the correlation between
"t and �t. The relationship between �

� and 
� and the original parameters in the model can only be obtained
by making a distributional assumption about "t as well as �t. When "t and �t are bivariate normal with

Corr("t; �t) = �, E(�tj"t) = ���"t, and so

�� = E+(�t) = ���E+("t) = ���

q
2=� = 0:7979���: (3.4.4)

Furthermore,


� = ���E(j"tj log "2t )� 0:7979���E(log "
2
t ) = 1:1061���: (3.4.5)
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When "t has a t-distribution, it can be written as �t�
�0:5
t , and �t and �t can be regarded as having a

bivariate normal distribution with correlation �, while �t is independent of both. To evaluate �� and 
�

one proceeds as before, except that the initial conditioning is on �t rather than on "t; and the required

expressions are found to be exactly as in the Gaussian case.

The �ltered estimate of the log volatility ht; written as ht+1jt; takes the form:

ht+1jt = �htjt�1 +
�(ptjt�1 + 
�st)

ptjt�1 + 2
�st + �2�
(log y2t � ! � htjt�1) + st�

�;

where ptjt�1 is the corresponding mean square error of the htjt�1: If � < 0; then 
� < 0; and the �ltered

estimator will behave in a similar way to the EGARCH model estimated by Nelson (1991), with negative

observations causing bigger increases in the estimated log volatility than corresponding positive values.

3.4.2 Nonlinear Filters

In principle, an exact �lter may be written down for the original (??) and (??), with the former taken
as the measurement equation. Evaluating such a �lter requires approximating a series of integrals by

numerical methods. Kitagawa (1987) has proposed a general method for implementing such a �lter and
Watanabe (1993) has applied it to the SV model. Unfortunately, it appears to be so time consuming as
to render it impractical with current computer technology.

As part of their Bayesian treatment of the model as a whole, Jacquier, Polson and Rossi (1994) show
how it is possible to obtain smoothed estimates of the volatilities by simulation. What is required is the

mean vector of the joint distribution of the volatilities conditional on the observations. However, because
simulating this joint distribution is not a practical proposition, they decompose it into a set of univariate
distributions in which each volatility is conditional on all the others. These distributions may be denoted
p (�tj��t; y), where ��t denotes all the volatilities apart from �t. What one would like to do is to sample
from each of these distributions in turn, with the elements of ��t set equal to their latest estimates, and

repeat several thousand times. As such this is a Gibbs sampler. Unfortunately, there are di�culties. The
Markov structure of the SV model may be exploited to write

p (�tj��t; y) = p (�tj�t�1; �t+1; yt) / p (ytjht) p (htj ht�1) p (ht+1jht)

but although the right hand side of the above expression can be written down explicitly, the density is not

of a standard form and there is no analytic expression for the normalising constant. The solution adopted
by Jacquier, Polson and Rossi is to employ a series of Metropolis accept/reject independence chains.

Kim and Shephard (1994) argue that the single mover algorithm employed by Jacquier, Polson and

Rossi will be slow if � is close to one and/or �2� is small. This is because �t changes slowly; in fact when

it is constant, the algorithm will not converge at all. Another approach based on the linear state space
form, is to capture the non-normal disturbance term in the measurement equation, �t, by a mixture of

normals. Watanabe (1993) suggested an approximate method based on a mixture of two moments. Kim
and Shephard (1994) propose a multimove sampler based on the linear state space form. Blocks of the

h
0

ts are sampled, rather than taking them one at a time. The technique they use is based on mixing an

appropriate number of normal distributions to get the required level of accuracy in approximating the
disturbance in (3.2.7). Mahieu and Schotman (1994a) extend this approach by introducing more degrees
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of freedom in the mixture of normals where the parameters are estimated rather than �xed a priori. Note

that the distribution of the �
0

ts can be obtained from the simulated distribution of the h
0

ts.

Jacquier, Polson and Rossi (1994, p.416) argue that no matter how many mixture components are used

in the Kim and Shephard method, the tail behavior of log "2t can never be satisfactorily approximated.

Indeed, they note that given the discreteness of the Kim and Shephard state space, not all states can have

been visited enough in the small number of draws mentioned, i.e. the socalled inlier problem (see also

section 3.4.1 and Nelson (1994)) is still present.

As a �nal point it should be noted that when the hyperparameters are unknown, the simulated distri-

bution of the state produced by the Bayesian approach allows for their sampling variability.

3.4.3 ARCH Models as Approximate Filters

The purpose here is to draw attention to a subject that will be discussed in greater detail in section 4.3.

In an ARCH model the conditional variance is assumed to be an exact function of past observations. As

pointed out by Nelson and Foster (1994, p.32) this assumption is ad hoc on both economic and statistical
grounds. However, because ARCH models are relatively easy to estimate, Nelson (1992) and Nelson and
Foster (1994) have argued that a useful strategy is to regard them as �lters which produce estimates of
the conditional variance. Thus even if we believe we have a continuous time or discrete time SV model, we
may decide to estimate a GARCH(1,1) model and treat the �20t s as an approximate �lter, as in (??). Thus

the estimate is a weighted average of past squared observations. It delivers an estimate of the mean of
the distribution of �2t ; conditional on the observations at time t-1. As an alternative, the model suggested
by Taylor (1986) and Schwert (1989), in which the conditional standard deviation is set up as a linear
combination of the previous conditional standard deviation and the previous absolute value, could be used.
This may be more robust to outliers as it is a linear combination of past absolute values.

Nelson and Foster derive an ARCH model which will give the closest approximation to the continuous
time SV formulation (see section 4.3 for more details). This does not correspond to one of the standard
models, though it is fairly close to EGARCH. For discrete time SV models the �ltering theory is not
as extensively developed. Indeed, Nelson and Foster point out that a change from stochastic di�erent
equations to di�erence equations makes a considerable di�erence in the limit theorems and optimality
theory. They study the case of near di�usions as an example to illustrate these di�erences.

3.5 Extensions of the Model

3.5.1 Persistence and Seasonality

The simplest nonstationary SV model has ht following a random walk. The dynamic properties of this

model are easily obtained if we work in terms of the logarithmically transformed observations, log y2t : All we
have to do is �rst di�erence to give a stationary process. The untransformed observations are nonstationary

but the dynamic structure of the model will appear in the ACF of j yt=yt�1 jc; provided that c < 0:5:
The model is an alternative to IGARCH, that is (??) with � + � = 1. The IGARCH model is such

that the squared observations have some of the features of an integrated ARMA process and it is said to

exhibit persistence; see Bollerslev and Engle (1993). However, its properties are not straightforward. For
example it must contain a constant, 
; otherwise, as Nelson (1990) has shown, �2t converges almost surely

to zero and the model has the peculiar feature of being strictly stationary but not weakly stationary. The

nonstationary SV model, on the other hand, can be analyzed on the basis that ht is a standard integrated

of order one process.
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Filtering and smoothing can be carried out within the linear state space framework, since log y2t is just

a random walk plus noise. The initial conditions are handled in the same way as is normally done with

nonstationary structural time series models, with a proper prior for the state being e�ectively formed from

the �rst observation; see Harvey (1989). The optimal �ltered estimate of ht within the class of estimates

which are linear in past log y2t 's, that is htjt�1, is a constant plus an equally weighted moving average

(EWMA) of past log y2t 's. In IGARCH �2t is given exactly by a constant plus an EWMA of past squared

observations.

The random walk volatility can be replaced by other nonstationary speci�cations. One possibility is

the doubly integrated random walk in which �2ht is white noise. When formulated in continuous time,

this model is equivalent to a cubic spline and is known to give a relatively smooth trend when applied

in levels models. It is attractive in the SV context if the aim is to �nd a weighting function which �ts a

smoothly evolving variance. However, it may be less stable for prediction.

Other nonstationary components can easily be brought into ht: For example, a seasonal or intra-daily

component can be included; the speci�cation is exactly as in the corresponding levels models discussed in
Harvey (1989) and Harvey and Koopman (1993). Again the dynamic properties are given straightforwardly
by the usual transformation applied to log y2t ; and it is not di�cult to transform the absolute values suitably.
Thus if the volatility consists of a random walk plus a slowly changing, nonstationary seasonal as in Harvey

(1989, p. 40-3), the appropriate transformations are �s log y
2
t and j yt=yt�s jc where s is the number of

seasons. The state space formulation follows along the lines of the corresponding structural time series
models for levels. Handling such e�ects is not so easy within the GARCH framework.

Di�erent approaches to seasonality can also be incorporated in SV models using ideas of time defor-
mation as discussed in a later sub-section. Such approaches may be particularly relevant when dealing

with the kind of abrupt changes in seasonality which seem to occur in high frequency, like �ve minute or
tick-by-tick, foreign exchange data.

3.5.2 Interventions and other deterministic e�ects

Intervention variables are easily incorporated into SV models. For example, a sudden structural change in
the volatility process can be captured by assuming that

log �2t = log �2 + ht + �wt

where wt is zero before the break and one after and � is an unknown parameter. The logarithmic transfor-
mation gives (??) but with �wt added to the right hand side. Care needs to be taken when incorporating
such e�ects into ARCH models. For example, in the GARCH(1,1) a sudden break has to be modelled as

�2t = 
 + �wt � (�+ �)�wt�1 + �y2t�1 + ��2t�1

with � constrained so that �2t is always positive.

More generally observable explanatory variables, as opposed to intervention dummies, may enter into
the model for the variance.

3.5.3 Multivariate Models

The multivariate model corresponding to (??) assumes that each series is generated by a model of the

form
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yit = �i"ite
0:5hit; t = 1; :::; T; (3.5.1)

with the covariance (correlation) matrix of the vector "t = ("1t; :::; "Nt)
0 being denoted by �" : The vector

of volatilities, ht, follows a VAR(1) process, that is

ht+1 = �ht + �t;

where �t � IID(0;��). This speci�cation allows the movements in volatility to be correlated across

di�erent series via ��. Interactions can be picked up by the o�-diagonal elements of �:

The logarithmic transformation of squared observations leads to a multivariate linear state space model

from which estimates of the volatilities can be computed as in section 3.4.1.

A simple nonstationary model is obtained by assuming that the volatilities follow a multivariate random

walk, that is � = I: If �� is singular, of rank K < N , there are only K components in volatility, that is

each hit in (??) is a linear combination of K < N common trends, that is

ht = �hyt+h (3.5.2)

where hyt is the K � 1 vector of common random walk volatilities; h is a vector of constants and � is an
N �K matrix of factor loadings. Certain restrictions are needed on � and h to ensure identi�ability; see

Harvey, Ruiz and Shephard (1994). The logarithms of the squared observations are `co-integrated' in the
sense of Engle and Granger (1987) since there are N�K linear combinations of them which are white noise
and hence stationary. This implies, for example, that if two series of returns exhibit stochastic volatility,
but this volatility is the same with �0 = (1; 1); then the ratio of the series will have no stochastic volatility.
The application of the related concept of `co-persistence' can be found in Bollerslev and Engle (1993).
However, as in the univariate case there is some ambiguity about what actually constitutes persistence.

There is no reason why the idea of common components in volatility should not extend to stationary
models. The formulation of (??) would apply, without the need for h, and with hyt modelled, for example,
by a VAR(1).

Bollerslev, Engle and Wooldridge (1988) show that a multivariate GARCH model can, in principle, be
estimated by maximum likelihood, but because of the large number of parameters involved computational

problems are often encountered unless restrictions are made. The multivariate SV model is much simpler

than the general formulation of a multivariate GARCH. However, it is limited in that it does not model
changing covariances. In this sense it is analogous to the restricted multivariateGARCHmodel of Bollerslev
(1986) in which the conditional correlations are assumed to be constant.

Harvey, Ruiz and Shephard (1994) apply the nonstationary model to four exchange rates and �nd

just two common factors driving volatility. Another application is in Mahieu and Schotman (1994b). A
completely di�erent way of modelling exchange rate volatility is to be found in the latent factor ARCH

model of Diebold and Nerlove (1989).

3.5.4 Observation intervals, aggregation and time deformation

Suppose that an SV model is observed every � time periods. In this case, h� , where � denotes the new

observation (sampling) interval, is still AR(1) but with parameter ��: The variance of the disturbance, �t;

increases, but �2h remains the same. This property of the SV model makes it easy to make comparisons
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across di�erent sampling intervals; for example it makes it clear why if � is around 0.98 for daily observa-

tions, a value of around 0.9 can be expected if an observation is made every week (assuming a week has 5

days).

If averages of observations are observed over the longer period, the comparison is more complicated, as

h� will now follow an ARMA(1,1) process. However, the AR parameter is still ��: Note that it is di�cult

to change the observation interval of ARCH processes unless the structure is weakened as in Drost and

Nijman (1993); see also section 4.4.1.

Since, as noted in section 2.4, one typically uses a discrete time approximation to the continuous time

model, it is quite straightforward to handle irregularly spaced observations by using the linear state space

form as described, for example, in Harvey (1989). Indeed the approach originally proposed by Clark

(1973) based on subordinated processes to describe asset prices and their volatility �ts quite well into this

framework. The techniques for handling irregularly spaced observations can be used as the basis for dealing

with time deformed observations, as noted by Stock (1988). Ghysels and Jasiak (1994a, b) suggest a SV

model in which the operational time for the continuous time volatility equation is determined by the 
ow
of information. Such time deformed processes may be particularly suited to dealing with high frequency
data. If � = g(t) is the mapping between calendar time � and operational time t; then

dSt = �Stdt+ � (g(t))StdW1t

and

d log �(� ) = a ((b� log �(� )) d� + cdW2�

where W1t and W2� are standard, independent Wiener processes. The discrete time approximation gener-
alizing (??), but including a term which in (??) is incorporated in the constant scale factor �; is then

ht+1 = [1� e�a�g(t)]b+ e�a�g(t)ht + �t

where �g(t) is the change in operational time between two consecutive calendar time observations and �t
is normally distributed with mean zero and variance c2(1� e�2a�g(t))=2a: Clearly if �g(t) = 1; � = e�a in

(??). Since the 
ow of information, and hence �g(t); is not directly observable, a mapping to calendar time
must be speci�ed to make the model operational. Ghysels and Jasiak (1994a) discuss several speci�cations
revolving around a scaled exponential function relating g(t) to observables such as past volume of trade

and past price changes with asymmetric leverage e�ects. This approach was also used by Ghysels and
Jasiak (1994b) to model return-volume co-movements and by Ghysels, Gouri�eroux and Jasiak (1995b) for

modeling intra-daily high frequency data which exhibit strong seasonal patterns (cfr. section 3.5.1).

3.5.5 Long Memory

Baillie, Bollerslev and Mikkelsen (1993) propose a way of extending the GARCH class to account for

long memory. They call their models Fractionally Integrated GARCH (FIGARCH), and the key feature

is the inclusion of the fractional di�erence operator, (1 � L)d; where L is the lag operator, in the lag
structure of past squared observations in the conditional variance equation. However, this model can

only be stationary when d = 0 and it reduces to GARCH. In a later paper, Bollerslev and Mikkelsen
(1995) consider a generalization of the EGARCH model of Nelson (1991) in which log �2t is modelled

as a distributed lag of past "ts involving the fractional di�erence operator. This FIEGARCH model is

stationary and invertible if j d j< 0:5:
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Breidt, Crato and de Lima (1993) and Harvey (1993) propose an SV model with ht generated by

fractional noise

ht = �t=(1 � L)d; �t � NID(0; �2�); 0 � d � 1: (3.5.1)

Like the AR(1) model in (??), this process reduces to white noise and a random walk at the boundary

of the parameter space, that is d = 0 and 1 respectively. However, it is only stationary if d<0.5. Thus

the transition from stationarity to nonstationarity proceeds in a di�erent way to the AR(1) model. As

in the AR(1) case it is reasonable to constrain the autocorrelations in (??) to be positive. However, a

negative value of d is quite legitimate and indeed di�erencing ht when it is nonstationary gives a stationary

'intermediate memory' process in which �0:5 � d � 0.

The properties of the long memory SV model can be obtained from the formulae in sub-section 3.2.

A comparison of the ACF for ht following a long memory process with d = 0:45 and �2h = 2 with the

corresponding ACF when ht is AR(1) with � = 0:99 can be found in Harvey (1993). Recall that a

characteristic property of long memory is a hyperbolic rate of decay for the autocorrelations instead of an

exponential rate, a feature observed in the data (see section 2.2(e)). The slower decline in the long memory
model is very clear and, in fact, for � = 1000; the long memory autocorrelation is still 0.14, whereas in
the AR case it is only 0.000013. The long memory shape closely matches that in Ding, Granger and Engle
(1993, p86-8).

The model may be extended by letting �t be an ARMA process and/or by adding more components to
the volatility equation.

As regards smoothing and �ltering, it has already been noted that the state space approach is approx-
imate because of the truncation involved and is relatively cumbersome because of the length of the state
vector. Exact smoothing and �ltering, which is optimal within the class of estimators linear in the log y20t s

, can be carried out by a direct approach if one is prepared to construct and invert the T�T covariance
matrix of the log y20t s .

4 Continuous Time Models

At the end of section 2 we presented a framework for statistical modelling of SV in discrete time and
devoted the entire section 3 to speci�c discrete time SV models. To motivate the continuous time models
we study �rst of all the exact relationship (i.e. without approximation error) between di�erential equations

and SV models in discrete time. We examine this relationship in section 4.1 via a class of statistical models

which are closed under temporal aggregation and proceed (1) from high frequency discrete time to lower

frequencies and (2) from continuous time to discrete time. Next, in section 4.2, we study option pricing

and hedging with continuous time models and elaborate on features such as the smile e�ect. The practical
implementation of option pricing formulae with SV often requires discrete time SV and/or ARCH models

as �lters and forecasters of the continuous time volatility processes. Such �lters, covered in section 4.3,
are in general discrete time approximations (and not exact discretizations as in section 4.1) of continuous

time SV models. Section 4.4 concludes with extensions of the basic model.

4.1 From discrete to continuous time

The purpose of this section is to provide a rigorous discussion of the relationship between discrete and

continuous time SV models. The presentation will proceed �rst with a discussion of temporal aggregation

in the context of the SARV class of models and focus on speci�c cases including GARCH models. This
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material is covered in section 4.1.1. Next we turn our attention to the aggregation of continuous time SV

models to yield discrete time representations. This is the subject matter of section 4.1.2.

4.1.1 Temporal Aggregation of Discrete Time Models

Andersen's SARV class of models was presented in section 2.4 as a general discrete time parametric SV

statistical model. Let us consider the zero-mean case, namely :

yt+1 = �t"t+1 (4.1.1)

and �
q
t for q = 1 or 2 is a polynomial function g(Kt) of the Markov process Kt with stationary autoregressive

representation :

Kt = ! + �Kt�1 + �t (4.1.2)

where j�j < 1 and

E ["t+1j "� ; �� � � t] = 0

E
h
"2t+1

��� "� ; �� � � t
i
= 1

E [�t+1j "� ; �� � � t] = 0

(4.1.3)

The restrictions (4.1.3a-c) imply that � is a martingale di�erence sequence with respect to the �ltration
Ft = � ["� ; �� ; � � t].21 Moreover, the conditional moment conditions in (4.3.1a-c) also imply that " in

(4.1.1) is a white noise process in a semi-strong sense, i.e. E["t+1j "� ; � � t] = 0 and E
h
"2t+1

��� "� ; � � t
i
= 1,

and is not Granger caused by �.22 From the very beginning of section 2 we choose the continuously
compounded rate of return over a particular time horizon as the starting point for continuous time processes.
Therefore, let yt+1 in (4.1.1) be the continuously compounded rate of return for [t, t+ 1] of the asset price
process St, consequently :

yt+1 = logSt+1/St (4.1.4)

Since the unit of time of the sampling interval is to a large extend arbitrary, we would surely want the

SV model de�ned by equations (4.1.1) through (4.1.3), (for given q and function g) to be closed under
temporal aggregation. As rates of return are 
ow variables, closedness under temporal aggregation means
that for any integer m :

y
(m)
tm � logStm/Stm�m =

m�1X
k=0

ytm�k

is again conformable to a model of the type (4.1.1) through (4.1.3) for the same choice of q and g involving

suitably adapted parameter values. The analysis in this section follows Meddahi and Renault (1995) who

study temporal aggregation of SV models in detail, particularly the cases (1) �2t = Kt , i.e. q = 2 and g

is the identity function and (2) �2t = exp (Kt) which is the leading discrete time SV model. We will focus

21Note that we do not use here the decomposition appearing in (2.4.9) namely, �t = [
 + aKt�1] ~ut.
22The Granger noncausality considered here for "t is weaker than Assumption 2.3.2.A as it applies only to the �rst two

conditional moments.
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here on the former as it is related to the socalled continuous time GARCH approach of Drost and Werker

(1994). Hence, we have (4.1.1) with:

�2t = ! + ��2t�1 + �t (4.1.5)

With conditional moment restrictions (4.1.3a-c) this model is closed under aggregation. For instance,

for m = 2 :

y
(2)
t+1 = yt+1 + yt = �

(2)
t�1"

(2)
t+1

with : �
�
(2)
t�1

�2
= w(2) + �(2)

�
�
(2)
t�3

�2
+ �

(2)
t�1

where : 8><>:
w(2) = 2! (1 + �)

�(2) = �2

�
(2)
t�1 = (� + 1) [��t�2 + �t�1] .

Moreover, it also worth nothing that whenever a leverage e�ect is present at the aggregate level, i.e. :

Cov
h
�
(2)
t�1; "

(2)
t�1

i
6= 0

with "
(2)
t�1 = (yt�1 + yt�2)

.
�
(2)
t�3 and �

(2)
t�1 = (� + 1) (��t�1 + �t�1), it necessarily appears at the disaggregate

level, i.e. Cov (�t; "t) 6= 0.
For the general case Meddahi and Renault (1995) show that model (4.1.5a-b) together with conditional

moment restrictions (4.1.3a-c) is a class of processes closed under aggregation. Given this result, it is

of interest to draw a comparison with the work of Drost and Nijman (1993) on temporal aggregation
of GARCH. While establishing this link between Meddahi and Renault (1995) and Drost and Nijman
(1993) we will also uncover issues of leverage properties in GARCH models. Indeed, contrary to what is
often believed, we will �nd leverage e�ect restrictions in socalled weak GARCH processes de�ned below.
Moreover, we will also �nd from the results of Meddahi and Renault that the class of weak GARCH

processes includes certain SV models.

To �nd a class of GARCH processes which is closed under aggregation Drost and Nijman (1993)
weakened the de�nition of GARCH, namely for a positive stationary process ht :

ht = w + ay2t + bht�1 (4.1.6)

where a+ b < 1, they de�ned :

� strong GARCH if yt+1
.p

ht is i.i.d. with mean zero and variance 1

� semi-strong GARCH if E[yt+1j y� ; � � t] = 0 and E
h
y2t+1 jy� ; � � t

i
= ht

� weak GARCH if EL[yt+1j y� ; y2� ; � � t] = 0 ; EL
h
y2t+1 jy� ; y2� ; � � t

i
= ht.

23

23For any Hilbert space H of L2, EL[xt jz; z 2 H ] is the best linear predictor of xt in terms of 1 and z 2 H. It should be
noted that a strong GARCH process is a fortiori semi-strong which itself is also a weak GARCH process.
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Drost and Nijman show that weak GARCH processes temporally aggregate and provide explicit formula

for their coe�cients. In section 2.4 it was noted that the framework of SARV includes GARCH processes

whenever there is no randomness speci�c to the volatility process. This property will allow us to show

that the class of weak GARCH processes -as de�ned above- in fact includes more general SV processes

which are strictly speaking not GARCH. The arguments, following Meddahi and Renault (1995), require a

classi�cation of the models de�ned by (4.1.3) and (4.1.5) according to the value of the correlation between

�t and y
2
t , namely :

(a) Models with perfect correlation : This �rst class, henceforth denoted C1, is characterized by a

linear correlation between �t and y
2
t conditional on ("� ; �� ; � < t) which is either 1 or -1 for the model in

(4.1.5a-b).

(b) Models without perfect correlation : This second class, henceforth denoted C2 has the above condi-

tional correlation less than one in absolute value.

The class C1 contains all semi-strong GARCH processes, indeed whenever V ar [y2t j "t; �� ; � < t] is

proportional to V ar [�tj "� ; �� ; � < t] in C1 we have a semi-strong GARCH. Consequently, a semi-strong
GARCH processes is a model (4.1.5a-b) with (1) restrictions (4.1.3), (2) a perfect conditional correlation
as in C1, and (3) restrictions on the conditional kurtosis dynamics. 24

Let us consider now the following assumption :

Assumption 4.1.1 : The following two conditional expectations are zero :

E ["t�t j"� ; �� ; � < t ] = 0
E ["3t j"� ; �� ; � < t ] = 0.

(4.1.7)

This assumption amounts to an absence of leverage e�ects, where the latter is de�ned in a conditional
covariance sense to capture the notion of instantaneous causality discussed in section 2.4.1 and applied
here in the context of weak white noise.25 It should also parenthetically be noted that (4.1.7a) and (4.1.7b)

are in general not equivalent except for the processes of class C1.
The class C2 allows for randomness proper to the volatility process due to the imperfect correlation.

Yet, despite this volatility-speci�c randomness one can show that under Assumption 4.1.1 processes of
C2 satisfy the weak GARCH de�nition. A fortiori, any SV model conformable to (4.1.3a-c), (4.1.5a-
b) and Assumption 4.1.1 is a weak GARCH process. It is indeed the symmetry assumption (4.1.5a-b),

or restrictions on leverage in GARCH, that makes that EL
h
y2t+1 jy� ; y2� ; � � t

i
= �2t (together with the

conditional moment restrictions (4.1.3a-c)) and yields the internal consistency for temporal aggregation

found by Drost and Nijman (1993, example 2, p.915) for the class of socalled symmetric weak GARCH(1,1).

Hence, this class of weak GARCH(1,1) processes can be viewed as a subclass of processes satisfying (4.1.3)

and (4.1.5).26

24In fact, Nelson and Foster (1994) observed that the most commonly used ARCH models e�ectively assume that the
variance of the variance rises linearly in �4t , which is the main drawback of ARCH models to approximate SV models in
continuous time (see also section 4.3).

25The conditional expectation (4.1.7b) can be viewed as a conditional variance between "t and "2t . It is this conditional
covariance which, if nonzero, produces leverage e�ects in GARCH.

26As noted before, the class of processes satisfying (4.1.3) and (4.1.5) is closed under temporal aggregation, including
processes with leverage e�ects not satisfying Assumption 4.1.1.
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4.1.2 Temporal aggregation of continuous time models

To facilitate our discussion we will specialize the general continuous time model (2.3.1) to processes with

zero drift, i.e. :

d log St = �tdWt

d�t = 
tdt+ �tdW
�
t

Cov (dWt; dW
�
t ) = �tdt

(4.1.8)

where the stochastic processes �t; 
t; �t and �t are I
�
t = [�� ; � � t] adapted. To ensure that �t is a nonneg-

ative process one typically follows either one of two strategies : (1) considering a di�usion for log �2t or (2)

describing �2t as a CEV process (or Constant Elasticity of Variance process following Cox (1975) and Cox

and Ross (1976)).27 The former is frequently encountered in the option pricing literature (see e.g. Wiggins

(1987)) and is also clearly related to Nelson (1991), who introduced EGARCH, and to the log-Normal SV

model of Taylor (1986). The second class of CEV processes can be written as

d�2t = k
�
� � �2t

�
dt+ 


�
�2t

��
dW �

t (4.1.9)

where � � 1
2
ensures that �2t is a stationary process with nonnegative values. Equation (4.1.9) can be

viewed as the continuous time analogue of the discrete time SARV class of models presented in section
2.4. This observation establishes links with the discussion of the previous section 4.1.1 and yields exact
discretization results of continuous time SV models. Here, as in the previous section it will be tempting

to draw comparisons with the GARCH class of models, in particular the di�usions proposed by Drost and
Werker (1994) in line with the temporal aggregation of weak GARCH processes.

Firstly, one should note that the CEV process in (4.1.9) implies an autoregressive model in discrete
time for �2t , namely :

�2t+�t = �
�
1� e�k�t

�
+ e�k�t�2t + e�k�t

t+�tZ
t

ek(u�t)

�
�2u

��
dW �

u (4.1.10)

Meddahi and Renault (1995) show that whenever (4.1.9) and its discretization (4.1.10) govern volatility

then the discrete time process log St+(k+1)�t

.
St+k�t; k 2 ZZ is a SV process satisfying the model restric-

tions (4.1.3a-c) and (4.1.5a-b). Hence, from the di�usion (4.1.9) we obtain the class of discrete time SV
models which is closed under temporal aggregation, as discussed in the previous section. To be more

speci�c, consider for instance �t = 1, then from (4.1.10) it follows that :

yt+1 = logSt+1 /St = �t"t+1

�2t = w + ��2t�1 + �t

(4.1.10)

where from (4.1.10) :

27Occasionally one encounters speci�cations which do not ensure nonnegativity of the �t process. For the sake of compu-
tational simplicity some authors for instance have considered Ornstein-Uhlenbeck processes for �t or �

2
t (see e.g. Stein and

Stein (1991)).
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8>>>><>>>>:
� = e�k; w = �

�
1 � e�k

�
;

�t+1 = e�k
t+1R
t
ek(u�t)
 (�2u)

�
W �

u .

(4.1.11)

It is important to note from (4.1.11) that absence of leverage e�ect in continuous time, i.e. �t = 0 in

(4.1.8c), means no such e�ect at low frequencies and the two symmetry conditions of Assumption 4.1.1

ful�lled. This line of reasoning also explains the temporal aggregation result of Drost and Werker (1994),

but as noted in the previous section does not require absence of leverage. Indeed, following Meddahi and

Renault (1995) one can interpret discrete time SV models with leverage e�ects as exact discretizations of

continuous time SV models with CEV di�usions for volatility.

4.2 Option pricing and hedging

Section 4.2.1 is devoted to the basic option pricing model with SV or Hull and White model. This was
introduced in section 2 but we are better equipped now to elaborate on its theoretical foundations. The
practical implications appear in section 4.2.2 while 4.2.3 concludes with some extensions of the basic model.

4.2.1 The Basic Option Pricing Formula

Consider again formula (2.1.8) for a European option contract maturing at time t+ h = T . As noted in

section 2.1.2, we assume continuous and frictionless trading. Moreover no arbitrage pro�ts can be made
from trading in the underlying asset and riskless bonds ; interest rates are nonstochastic so that B (t; T )
de�ned by (2.1.12) denotes the time t price of a unit discount bond maturing at time T . Consider now the
probability space (
;F ;P), which is the fundamental space of the underlying asset price process S :

dSt /St = � (t; St; Ut) dt+ �tdW
S
t

�2t = f (Ut)
dUt = a (t; Ut) dt+ b (t; Ut) dW

�
t

(4.2.1)

where Wt =
�
W S

t ;W
U
t

�
, is a standard two dimensional Brownian Motion (W S

t and WU
t are independent,

zero-mean and unit variance) de�ned on (
;F ;P). The function f , called the volatility function, is assumed

to be one-to-one. In this framework (under suitable regularity conditions) the no free lunch assumption
is equivalent to the existence of a probability distribution Q on (
;F), equivalent to P , under which
discounted price processes are martingales (see Harrison and Kreps (1979)). Such a probability is called

an equivalent martingale measure and is unique if and only if the markets are complete (see Harrison and

Pliska (1981)).28 From the integral form of martingale representations (see Karatzas and Shreve (1988),

problem 4.16, page 184), the (positive) density process of any probability measure Q equivalent to P can

be written as :

Mt = exp

�
�
Z t

0
�SudW

S
u �

1

2

Z t

0

�
�Su

�2
du�

Z t

0
��udW

�
u �

1

2

Z t

0
(��u)

2
du

�
(4.2.2)

28Here, the market is seen as incomplete (before taking into account the market pricing of option) so that we have to
characterize a set of equivalent martingale measures.
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where the processes �S and �� are adapted to the natural �ltration �t = �[W�; � � t]; t � 0, and satisfy

the integrability conditions (almost surely) :Z t

0

�
�Su

�2
du < +1 and

Z t

0
(��u)

2
du < +1

By Girsanov's theorem the process ~W =
�
~W S; ~W �

�0
de�ned by :

~W S
t = ~W S

t +
Z t

0
�Sudu and ~W �

t =W �
t +

Z t

0
��udu (4.2.3)

is a two dimensional Brownian Motion under Q. The dynamic of the underlying asset price under Q is

obtained directly from (4.2.1) and (4.2.3). Moreover, the discounted asset price process StB (0; t) ; 0 � t �
T , is a Q-martingale if and only if for rt de�ned in (2.1.11) :

�St =
� (t; St; Ut)� rt

�t
(4.2.4)

Since S is the only traded asset, the process �� is not �xed. The process �S de�ned by (4.2.4) is called
the asset risk premium. By analogy, any process �� satisfying the required integrality condition can be
viewed as a volatility risk premium and for any choice of �� , the probability Q (��) de�ned by the density
process M in (4.2.2) is an equivalent martingale measure. Therefore, given the volatility risk premium

process �� :

C��

t = B (t; T )E
Q(��)
t [Max [0; ST �K]] ; 0 � t � T (4.2.5)

is an admissible price process of the European call option.29

The Hull and White option pricing model relies on the following assumption, which restricts the set of

equivalent martingale measures :

Assumption 4.2.1 : The volatility risk premium ��t only depends on the current value of the volatility

process : ��t = �� (t; Ut) ;8t 2 [0; T ].

This assumption is consistent with an intertemporal equilibriummodel where the agent preferences are
described by time separable isoelastic utility functions (see He (1993) and Pham and Touzi (1993)). It

ensures that ~W S and ~W � are independent, so that the Q (��) distribution of log ST /St , conditionally on
Ft and the volatility path (�t; 0 � t � T ) is normal with mean

R T
t rudu� 1

2

2 (t; T ) and variance 
2 (t; T ) =R T

t �
2
udu. Under Assumption 4.2.1 one can compute the expectation in (4.2.5) conditionally on the volatility

path, and we obtain �nally:

C��

t = StE
Q(��)
t

h
� (d1)� e�xt� (d2)

i
(4.2.6)

with the same notation as in (2.1.20). To conclude it is worth noting that many option pricing formulae
available in the literature have a feature common with (4.2.6) as they can be expressed as an expectation

of the Black-Scholes price over an heterogeneity distribution of the volatility parameter (see Renault (1995)

for an elaborate discussion on this subject).

29Here elsewhere EQ
t (�) = EQ ( �jFt) stands for the conditional expectation operator given Ft when the price dynamics

are governed by Q.
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4.2.2 Pricing and Hedging with the Hull and White model

The Markov feature of the process (S; �) implies that the option price (4.2.6) only depends on the con-

temporaneous values of the underlying asset prices and its volatility. Moreover, under mild regularity

conditions, this function is di�erentiable. Therefore, a natural way to solve the hedging problem in this

stochastic volatility context is to hedge a given option of price C1
t by �

�
t units of the underlying asset andP

�

t units of any other option of price C2
t where the hedging ratios solve :(

@C1
t =@St ���

t �
P
�

t @C
2
t =@St = 0

@C1
t =@�t �

P
�

t @C
2
t =@�t = 0

(4.2.7)

Such a procedure, known as the delta-sigma hedging strategy, has been studied by Scott (1991). By

showing that any European option completes the market, i.e. @C2
t /@�t 6= 0, 0 � t � T , Bajeux and

Rochet justify the existence of an unique solution to the delta-sigma hedging problem (4.2.7) and the

implicit assumption in the previous sections that the available information It contains the past values

(St; �t), � � t.
Nevertheless, in practice, option traders focus on the risk due to the underlying asset price variations

and consider the imperfect hedging strategy
P

t = 0 and �t = @C1
t =@St. Then, the Hull and White option

pricing formula (4.2.6) provides directly the theoretical value of �t :

�t = @C��

t /@St = E
Q(��)
t � (d1) (4.2.8)

This theoretical value is hard to use in practice since : (1) even if we knew the Q (��) conditional
probability distribution of d1 given It (summarised by �t), the derivation of the expectation (4.2.8) might
be computationally intensive and (2) the conditional probability is directly related to the conditional prob-
ability distribution of 
2 (t; T ) =

R T
t �

2
udu given �t, which in turn may involve nontrivially the parameters

of the latent process �t. Moreover, these parameters are those of the conditional probability distribution
of 
2 (t; T ) given �t under the risk-neutral probability Q (��) which is generally di�erent from the Data
Generating Process P. The statistical inference issues are therefore quite complicated. We will argue in
section 5 that only tools like simulation-based inference methods involving both asset and option prices
data (via an option pricing model) may provide some satisfactory solutions.

Nevertheless, a practical way to avoid these complications is to use the Black-Scholes option pricing

model, even though it is known to be misspeci�ed. Indeed, option traders know that they cannot generally
obtain su�ciently accurate option prices and hedge ratios by using the BS formula with historical estimates
of the volatility parameters based on time series of the underlying asset price. However, the concept of

Black-Scholes implied volatility (2.1.23) is known to improve the pricing and hedging properties of the BS

model. This raises two issues : (1) what is the internal consistency of the simultaneous use of the BS

model (which assumes constant volatility) and of BS implied volatility which is clearly time-varying and

stochastic and (2) how to exploit the panel structure of option pricing errors ?30

Concerning the �rst issue, we noted in section 2 that the Hull and White option pricing model can

indeed be seen as a theoretical foundation for this practice of pricing. Hedging issues and the panel

structure of option pricing errors are studied in detail in Renault and Touzi (1992) and Renault (1995).

30The value of � which equates the BS formula to the observed market price of the option heavily depends on the actual
date t, the strike price K, the time to maturity (T � t) and therefore creates a panel data structure.
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4.2.3 Smile or Smurk?

As noted in section 2.2, the smile e�ect is now a well documented empirical stylized fact. Moreover the

smile becomes sometimes a smurk since it appears more or less lopsided (the socalled skewness e�ect). We

cautioned in section 2 that some explanations of the smile/smurk e�ect are often founded on tempting

analogies rather than on rigorous proofs.

To the best of our knowledge, the state of the art is the following : (i) the �rst formal proof that a Hull

and White option pricing formula implies a symmetric smile was provided by Renault and Touzi (1992), (ii)

the �rst complete proof that the smile/smurk e�ects can alternatively be explained by liquidity problems

(the upper parts of the smile curve, i.e. the most expensive options are the least liquid) was provided by

Platten and Schweizer (1994) using a microstructure model, (iii) there is no formal proof that asymmetries

of the probability distribution of the underlying asset price process (leverage e�ect, non-normality,...) are

able to capture the observed skewness of the smile. A di�erent attempt to explain the observed skewness

is provided by Renault (1995). He showed that a slight discrepancy between the underlying asset price
~St used to infer BS implied volatilities and the stock price St considered by option traders may generate
an empirically plausible skewness in the smile. Such nonsynchronous ~St and St may be related to various
issues : bid-ask spreads, non-synchronous trading between the two markets, forecasting strategies based

on the leverage e�ect, etc.
Finally, to conclude it is also worth noting that a new approach initiated by Gouri�eroux, Monfort,

Tenreiro (1994) and followed also by Ait-Sahalia, Bickel, Stoker (1994) is to explain the BS implied volatility
using a nonparametric function of some observed state variables. Gouri�eroux, Monfort, Tenreiro (1995)
obtain for example a good nonparametric �t of the following form :

�t (St;K) = a (K) + b (K) (logSt /St�1 )
2 .

A classical smile e�ect is directly observed on the intercept a(K) but an inverse smile e�ect appears for
the path-dependent e�ect parameter b(K). For American options a di�erent nonparametric approach is

pursued by Broadie, Detemple, Ghysels and Torr�es (1995) where besides volatility also exercise boundaries
for the option contracts are nonparametrically obtained.31

4.3 Filtering and Discrete Time Approximations

In section 3.4.3 it was noted that the ARCH class of models could be viewed as �lters to extract the

(continuous time) conditional variance process from discrete time data. Several papers were devoted to

the subject, namely Nelson (1990, 1992, 1995a,b) and Nelson and Foster (1994, 1995). It was one of Nelson's
seminal contributions to bring together ARCH and continuous time SV. Nelson's �rst contribution in his

1990 paper was to show that ARCH models, which model volatility as functions of past (squared) returns,
converge weakly to a di�usion process, either a di�usion for log �2t or a CEV process as described in section
4.1.2. In particular, it was shown that a GARCH(1,1) model observed at �ner and �ner time intervals

�t = h with conditional variance parameters !h = h!; �h = � (h/ 2)
1

2 and �h = 1 � � (h/ 2)
1

2 � �h and
conditional mean �h = hc�2t converges to a di�usion limit quite similar to equations (4.1.8a) combined

with (4.1.9) with � = 1, namely

d log St = c�2t dt+ �tdWt

d�2t = (! � ��2t ) dt+ �2t dW
�
t .

31See also Bossaerts and Hillion (1995) for the use of a nonparametric hedging procedure and the smile e�ect.
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Similarly, it was also shown that a sequence of AR(1)-EGARCH(1,1) models converges weakly to an

Ornstein-Uhlenbeck di�usion for ln�2t :

d ln�2t = �
�
� � ln�2t

�
dt+ dW �

t .

Hence, these basic insights showed that the continuous time stochastic di�erence equations emerging

as di�usion limits of ARCH models were no longer ARCH but instead SV models. Moreover, following

Nelson (1992) even when misspeci�ed ARCH models still kept desirable properties regarding extracting

the continuous time volatility. The argument was that for a wide variety of misspeci�ed ARCH models

the di�erence between the ARCH �lter volatility estimates and the true underlying di�usion volatilities

converges to zero in probability as the length of the sampling time interval goes to zero at an appropriate

rate. For instance the GARCH(1,1) model with !h, �h and �h described before estimates �̂2t as follows :

�̂2t = !h (1 � �h)
�1

+
1X
i=o

�h�
i
hy

2
t�h(i+1)

where yt = logSt /St�h . This �lter can be viewed as a particular case of equation (3.4.1). The GARCH(1,1)
and many other models, e�ectively achieve consistent estimation of �t via a lag polynomial function of

past squared returns close to time t.
The fact that a wide variety of misspeci�ed ARCH models consistently extract �t from high frequency

data raises questions regarding e�ciency of �lters. The answers to such questions are provided in Nelson
(1995a,b) and Nelson and Foster (1994, 1995). In section 3.4 it was noted that the linear state space
Kalman �lter can also be viewed as a (suboptimal) extraction �lter for �t. Nelson and Foster (1994) show

that the asymptotically optimal linear Kalman �lter has asymptotic variance for the normalized estimation

error h�
1

4 [ln (�̂2t )� ln�2t ] equal to �Y(1/ 2)
1

2 where Y(x) = d [ln � (x)] /dx and � is scaling factor. A model,
closely related to EGARCH of the following form :

ln
�
�̂2t+h

�
= ln (�̂2t ) + �� (St+h � St) �̂

�1
t

+� (1 � �2)
1

2

h
� (1/ 2)

1

2 � (3/ 2)
1

2 jSt+2 � Stj �̂�1t � 2�
1

2

i
yields the asymptotically optimal ARCH �lter with asymptotic variance for the normalized estimation

error equal to � [2 (1 � �2)]
1

2 where the parameter � measure the leverage e�ect. These results also show
that the di�erences between the most e�cient suboptimal Kalman �lter and the optimal ARCH �lter can

be quite substantial. Besides �ltering one must also deal with smoothing an forecasting. Both of these
issues were discussed in section 3.4 in discrete time SV models. The prediction properties of (misspeci�ed)
ARCH models were studied extensively by Nelson and Foster (1995). Nelson (1995) takes ARCH models

a step further by studying smoothing �lters, i.e. ARCH models involving not only lagged squared returns

but also future realizations, i.e. r = t� T in equation (3.4.1).

4.4 Long Memory

We conclude this section with a brief discussion of long memory in continuous time SVmodels. The purpose

is to build continuous time long memory stochastic volatility models which are relevant for high frequency

�nancial data and for (long term) option pricing. The reasons motivating the use of long memory models

were discussed in sections 2.2 and 3.5.5. The advantage of considering continuous time long memory is
their relative ability to provide a more structural interpretation of the parameters governing short term

and long term dynamics. The �rst subsection de�nes fractional Brownian Motion. Next we will turn our

attention to the fractional SV model followed by a section on �ltering and discrete time approximations.
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4.4.1 Stochastic integration with respect to fractional Brownian Motion

We recall in this subsection a few de�nitions and properties of fractional and long memory processes in

continuous time, extensively studied for instance in Comte and Renault (1993). Consider the scalar process:

xt =
Z t

0
a (t� s) dWs (4.4.1)

Such a process is asymptotically equivalent in quadratic mean to the stationary process :

yt =
Z t

�1

a (t� s) dWs (4.4.2)

whenever
R+1
0 a2 (x) dx < +1. Such processes are called fractional processes if a (x) = x�~a (x) /� (1 + �)for

j�j < 1/ 2; 0~a where � (1 + �) is a scaling factor useful for normalizing fractional derivation operators on

[0; T ]. Such processes admit several representations, and in particular that they can also be written :

xt =
Z t

0
c (t� s) dW�s;W�t =

Z t

0

(t� s)�

� (1 + �)
dWs (4.4.3)

where W� is the so-called fractional Brownian Motion of order � (see Mandelbrot and Van Ness (1968)).
The relation between the functions a and c is one-to-one. One can show that W� is not a semi-

martingale (see e.g. Rogers (1995)) but stochastic integration with respect to W� can be de�ned properly.
The processes xt are long memory if:

limx~a (x) = a1 , 0 < � < 1/ 2 and 0 < a1 < +1.
x! +1 (4.4.4)

dxt = �kxtdt+ �dW�t xt = 0; k > 0; 0 < � < 1/ 2 (4.4.5)

with its solution given by :

xt =
R t
0 (t� s)� (� (1 + �))�1 dx

(�)
t

x
(�)
t =

R t
0 e

�k(t�s)�dWs

(4.4.6)

Note that, x
(�)
t the derivative of order � of xt, is a solution of the usual SDE: dzt = �kztdt+ �dWt.

4.4.2 The fractional SV model

To facilitate comparison with both the FIEGARCH model and the fractional extensions of the log-Normal

SV model discussed in section 3.5.5 let us consider the following fractional SV model (henceforth FSV) :

dSt /St = �tdWt

d log �t = �k log �tdt+ 
dW�t
(4.4.7)

where k > 0 and 0 � � < 1/ 2. If nonzero, the fractional exponent � will provide some degree of freedom
in the order of regularity of the volatility process, namely the greater � the smoother the path of the

volatility process. If we denote the autocovariance function of � by r� (�) then:

� > 0) (r� (h)� r� (0)) /h! 0 as h! 0 .
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This would be incorrectly interpreted as near-integrated behavior, widely found in high frequency data

for instance, when:

r� (h)� r� (0)/ h =
�
�h � 1

�.
h! log � as h! 0.

and �t is a continuous time AR(1) with correlation � near 1.

The long memory continuous time approach allows us to model persistence with the following features

(1) the volatility process itself (and not only its logarithm) has hyperbolic decay of the correlogram ;

(2) the persistence of volatility shocks yields leptokurtic features for return which vanishes with temporal

aggregation at a slow hyperbolic rate of decay.32 Indeed for rate of return on [0; h] :

E [ log St+h/St � E (log St+h/St)]
4
.�

E [log St+h/St � E (log St+h/St)]
2
�2 ! 3

as h!1 at a rate h2��1 if � 2 ]0; 1/ 2[ and a rate exp (�kh/ 2) if � = 0.

4.4.3 Filtering and Discrete Time Approximations

The volatility process dynamics are described by the solution to the SDE (4.4.5), namely :

log �t =
Z t

0
(t� s)

�
/� (1 + �) d log �(�)s (4.4.6)

where log �(�) follows the O-U process :

d log �
(�)
t = �k log �(�)t dt+ 
dWt (4.4.7)

To compute a discrete time approximation one must evaluate numerically the integral (4.4.6) using
only values of the process log �(�) on a discrete partition of [o; t] at point j/ n; j = 0; 1 : : : ; [nt].33 A natural
way to proceed is to use step functions, generating the following proxy process:

log �̂nt =
[nt]X
j=1

(t� (j � 1)/ n)�
.
� (1 + �)� log �

(�)

j/n (4.4.8)

where � log �
(�)
j/n = log �

(�)
j/n � log �

(�)
(j�1)/n. Comte and Renault (1995) show that log �̂nt converges to the

log �t process for n!1 uniformly on compact sets. Moreover, by rearranging (4.4.8) one obtains:

log �̂nj/n =

24j�1X
i=0

([(i+ 1)� � i�] /n�� (1 + �) )Li
n

35 log �(�)j/n (4.4.9)

where Ln is the lag operator corresponding to the sampling scheme j/ n, i.e. LnZ j/n = Z(j�1)/n . With
this sampling scheme log �(�) is a discrete time AR(1) deduced from the continuous time process with the

following representation :

(1 � �nLn) log �
(�)

j/n = u j/n (4.4.10)

32With usual GARCH or SV models, it vanishes at an exponential rate (see Drost and Nijman (1993) and Drost and
Werker (1994) for these issues in the short memory case).

33[z] is the integer k such that k � z < k + 1.
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where �n = exp (�k/n) and u j/n is the associated innovations process. Since the process is stationary we

are allowed to write (assuming log �
(�)
j/n = u j/n = 0 for j � 0) :

log �̂
(n)
j/n =

24j�1X
i=0

(i+ 1)
� � i�

n�� (1 + �)
Li
n

35 (1� �nLn)
�1
u j/n (4.4.11)

which gives a parametrization of the volatility dynamics in two parts : (1) a long memory part which

corresponds to the �lter
+1P
i=o

ai L
i
n/ n

� with ai = [(i+ 1)
� � i�] /� (1 + �) and (2) a short memory part which

is characterized by the AR(1) process : (1� �nLn)
�1
u j/n. Indeed, one can show that the long memory

�lter is \long-term equivalent" to the usual discrete time long memory �lters (1 � L)
��

in the sense that

there is a long term relationship (a cointegration relation) between the two types of processes. However,

this long-term equivalence between the long-memory �lter and the usual discrete time one (1 � L)
��

does

no imply that the standard parametrization FARIMA(1; �; 0) is well-suited in our framework. Indeed, one
can show that the usual discrete time �lter (1� L)�� introduces some mixing between long and short term
characteristics whereas the parsimonious continuous time model doesn't.34 This feature clearly puts the
FSV at an advantage with regard to the discrete time SV and GARCH long-memory models.

5 Statistical Inference

Evaluating the likelihood function of ARCH models is a relatively straightforward task. In sharp contrast
for SV models it is impossible to obtain explicit expressions for the likelihood function. This is a generic

feature common to almost all nonlinear latent variable models. The lack of estimation procedures for SV
models made them for a long time an unattractive class of models in comparison to ARCH. In recent
years, however, remarkable progress has been made regarding the estimation of nonlinear latent variable
models in general and SV models in particular. A 
urry of methods are now available and are up and
running on computers with ever increasing CPU performance. The early attempts to estimate SV models

used a GMM procedure. A prominent example is Melino and Turnbull (1990). Section 5.1 is devoted
to GMM estimation in the context of SV models. Obviously, GMM is not designed to handle continuous
time di�usions as it requires discrete time processes satisfying mixing conditions. A continuous time GMM

approach, developed by Hansen and Scheinkman (1994), involves moment conditions directly drawn from
the continuous time representation of the process. This approach is discussed in Section 5.3. In between,
namely in section 5.2, we discuss the QML approach suggested by Harvey, Ruiz and Shephard (1994)

and Nelson (1988). It relies on the fact that the nonlinear (Gaussian) SV model can be transformed into

a linear non-Gaussian state space model as in Section 3, and from this a Gaussian quasi-likelihood can
be computed . None of the methods covered in Sections 5.1 through 5.3 involve simulation. However,

increased computer power has made simulation-based estimation techniques increasingly popular. The
simulated method of moments, or simulation-based GMM approach proposed by Du�e and Singleton

(1993), is a �rst example which is covered in Section 5.4. Next we discuss the indirect inference approach

of Gouri�eroux, Monfort and Renault (1993) and the moment matching methods of Gallant and Tauchen
(1994) in Section 5.5. Finally, Section 5.6 covers a very large class of estimators using computer intensive

Markov Chain Monte Carlo methods applied in the context of SV models by Jacquier, Polson and Rossi

34Namely, (1� Ln)
�
log �̂nj/n is not an AR(1) process.
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(1994) and Kim and Shephard (1994), and simulation based ML estimation proposed in Danielsson (1994)

and Danielsson and Richard (1993).

In each section we will only try to limit our focus to the use of estimation procedures in the context

of SV models and avoid details regarding econometric theory. Some useful references to complement the

material which will be covered are (1) Hansen (1992), Gallant and White (1988), Hall (1993) and Ogaki

(1993) for GMM estimation, (2) Gouri�eroux and Monfort (1993b) and Wooldridge (1994) for QMLE, (3)

Gouri�eroux and Monfort (1995) and Tauchen (1995) for simulation based econometric methods including

indirect inference and moment matching, and �nally (4) Geweke (1995) and Shephard (1995) for Markov

Chain Monte Carlo methods.

5.1 Generalized Method of Moments

Let us consider the simple version of the discrete time SV as presented in equations (3.1.2) and (3.1.3) with

the additional assumption of normality for the probability distribution of the innovation process ("t; �t).
This log-normal SV model has been the subject of at least two extensive Monte Carlo studies on GMM
estimation of SV models. They were conducted by Andersen and S�rensen (1993) and Jacquier, Polson
and Rossi (1994). The main idea is to exploit the stationary and ergodic properties of the SV model

which yield the convergence of sample moments to their unconditional expectations. For instance, the
second and fourth moments are simple expressions of �2 and �2h, namely �2exp(�2h=2) and 3�4exp(2�2h)
respectively. If these moments are computed in the sample, �2h can be estimated directly from the sample
kurtosis, b�; which is the ratio of the fourth moment to the second moment squared. The expression is justb�2h = log ( b�/ 3) : The parameter �2 can then be estimated from the second moment by substituting in this

estimate of �2h: We might also compute the �rst-order autocovariance of y2t , or simply the sample mean
of y2t y

2
t�1 which has expectation �4exp(f1 + �g�2h) and from which, given the estimate of �2 and �2h , it is

straightforward to get an estimate of �:
The above procedure is an example of the application of the method of moments. In general terms, m

moments are computed. For a sample of size T, let gT (�) denotes the m� 1 vector of di�erences between

each sample moment and its theoretical expression in terms of the model parameters �. The generalized
method of moments (GMM) estimator is constructed by minimizing the criterion function

�̂T = Argmin
�

gT (�)
0

WT gT (�)

where WT is an m�m weighting matrix re
ecting the importance given to matching each of the moments.

When "t and �t are mutually independent, Jacquier, Polson and Rossi (1994) suggest using 24 moments.

The �rst four are given by (??) for c = 1; 2; 3; 4; while the analytic expression for the others is:

E[j yctyct�� j] =
n
�2c2c[�

�
c
2
+ 1

2

�
]2=�

o
exp( c

2

4
�2h[1 + �� ]); c = 1; 2; � = 1; 2; ::; 10.35

In the more general case when "t and �t are correlated, Melino and Turnbull (1990) included estimates

of : E[j yt j yt�� ] ,� = 0;�1;�2; :::; 10. They presented an explicit expression in the case of � = 1 and

show that its sign is entirely determined by �:

35A simple way to derive these moment conditions is via a two-step approach similar in spirit to (2.4.8) and (2.4.9) or
(3.2.3).
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The GMM method may also be extended to handle a non-normal distribution for "t: The required

analytic expressions can be obtained as in section 3.2. On the other hand, the analytic expression of

unconditional moments presented in section 2.4 for the general SARV model may provide the basis of

GMM estimation in more general settings (see Andersen (1994)).

From the very start we expect the GMM estimator not to be e�cient. The question is how much

ine�ciency should be tolerated in exchange for its relative simplicity. The generic setup of GMM leaves

unspeci�ed the number of moment conditions, except for the minimal number required for identi�cation, as

well as the explicit choice of moments. Moreover, the computations of the weighting matrix is also an issue

since many options exist in practice. The extensive Monte Carlo studies of Andersen and S�rensen (1993)

and Jacquier, Polson and Rossi (1994) attempted to answer these many outstanding questions. In general

they �nd that GMM is a fairly ine�cient procedure primarily stemming from the stylized fact, noted in

section 2.2, that � in equation (3.1.3) is quite close to unity in most empirical �ndings because volatility

is highly persistent. For parameter values of � close to unity convergence to unconditional moments is

extremely slow suggesting that only large samples can rescue the situation. The Monte Carlo study of
Andersen and S�rensen (1993) provides some guidance on how to control the extent of the ine�ciency,
notably by keeping the number of moment conditions small. They also provide speci�c recommendations
for the choice of weighting matrix estimators with data-dependent bandwidth using the Bartlett kernel.

5.2 Quasi Maximum Likelihood Estimation

5.2.1 The Basic Model

Consider the linear state space model described in sub-section 3.4.1, in which (??) is the measurement
equation and (??) is the transition equation. The QML estimators of the parameters �, �2� and the
variance of �t, �

2
� , are obtained by treating �t and �t as though they were normal and maximizing the

prediction error decomposition form of the likelihood obtained via the Kalman �lter. As noted in Harvey,
Ruiz and Shephard (1994), the quasi maximum likelihood (QML) estimators are asymptotically normal

with covariance matrix given by applying the theory in Dunsmuir(1979, p. 502). This assumes that �t and
�t have �nite fourth moments and that the parameters are not on the boundary of the parameter space.

The parameter ! can be estimated at the same time as the other parameters. Alternatively, it can be
estimated as the mean of the log y2t 's, since this is asymptotically equivalent when � is less than one in
absolute value.

Application of the QML method does not require the assumption of a speci�c distribution for "t. We
will refer to this as unrestricted QML. However, if a distribution is assumed, it is no longer necessary to

estimate �2� , as it is known, and an estimate of the scale factor, �2, can be obtained from the estimate of

!. Alternatively, it can be obtained as suggested in sub-section 3.4.1.
If unrestricted QML estimation is carried out, a value of the parameter determining a particular dis-

tribution within a class may be inferred from the estimated variance of �t. For example in the case of the

Student's t; � may be determined from the knowledge that the theoretical value of the variance of �t is

4:93 +  0(�=2) (where 	 (�) is the digamma function introduced in section 3.2.2).

5.2.2 Asymmetric Model

In an asymmetric model, QML may be based on the modi�ed state space form in (??). The parameters
�2� , �

2
�; �, �

�, and 
� can be estimated via the Kalman �lter without any distributional assumptions, apart
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from the existence of fourth moments of �t and �t and the joint symmetry of �t and �t. However, if an

estimate of � is wanted it is necessary to make distributional assumptions about the disturbances, leading

to formulae like (??) and (??). These formulae can be used to set up an optimization with respect to the

original parameters �2; �2�; � and �. This has the advantage that the constraint j�j < 1 can be imposed.

Note that any t-distribution gives the same relationship between the parameters, so within this class it is

not necessary to specify the degrees of freedom.

Using the QML method with both the original disturbances assumed to be Gaussian, Harvey and

Shephard (1993) estimate a model for the CRSP daily returns on a value weighted US market index for

3rd July 1962 to 31st December 1987. These data were used in the paper by Nelson (1991) to illustrate

his EGARCH model. The empirical results indicate a very high negative correlation, suggesting that the

Black-Scholes option pricing equation will be quite badly biased.

5.2.3 QML in the Frequency Domain

For a long memory SV model, QML estimation in the time domain becomes relatively less attractive
because the state space form (SSF) can only be used by expressing ht as an autoregressive or moving
average process and truncating at a suitably high lag. Thus the approach is cumbersome, though the
initial state covariance matrix is easily constructed, and the truncation does not a�ect the asymptotic
properties of the estimators. If the autoregressive approximation, and therefore the SSF, is not used,

time domain QML requires the repeated construction and inversion of the T � T covariance matrix of the
log y20t s; see Sowell (1992). On the other hand, QML estimation in the frequency domain is no more di�cult
than it is in the AR(1) case. Cheung and Diebold (1994) present simulation evidence which suggests that
although time domain estimation is more e�cient in small samples, the di�erence is less marked when a
mean has to be estimated.

The frequency domain (quasi) log-likelihood function is, neglecting constants,

logL = �1

2

T�1X
j=1

log gj � �
T�1X
j=1

I(�j)=gj (5.2.1)

where I(�j) is the sample spectrum of the log y20t s and gj is the spectral generating function (SGF), which

for (??) is

gj = �2�[2(1 � cos �j)]
�d + �2�

Note that the summation in (??) is from j = 1 rather than j = 0. This is because g0 cannot be evaluated for
positive d . However, the omission of the zero frequency does remove the mean. The unknown parameters
are �2�; �

2
� and d, but �2� may be concentrated out of the likelihood function by a reparameterisation in

which �2� is replaced by the signal-noise ratio q = �2�=�
2
� : On the other hand if a distribution is assumed

for "t; then �
2
� is known. Breidt, Crato and de Lima (1993) show the consistency of the QML estimator.

When d lies between 0.5 and one, ht is nonstationary, but di�erencing the log y
20
t s yields a zero mean

stationary process, the SGF of which is

gj = �2�[2(1 � cos�j)]
1�d + 2(1 � cos �j)�

2
�

One of the attractions of long memory models is that inference is not a�ected by the kind of unit root
issues which arise with autoregressions. Thus a likelihood based test of the hypotheses that d = 1 against

the alternative that it is less than one can be constructed using standard theory; see Robinson (1993).

44



5.2.4 Comparison of GMM and QML

Simulation evidence on the �nite sample performance of GMM and QML can be found in Ruiz (1994),

Harvey and Shephard (1996), Jacquier, Polson and Rossi (1994), Andersen and S�rensen (1993) and Breidt

and Carriquiry (1995). The general conclusion seems to be that QML gives estimates with a smaller MSE

when the volatility is relatively strong as re
ected in a high coe�cient of variation. This is because the

normally distributed volatility component in the measurement equation, (??), is large relative to the non-

normal error term. With a lower coe�cient of variation, GMM dominates. However, in this case Jacquier,

Polson and Rossi (1994, p. 383) observe that "...the performance of both the QML and GMM estimators

deteriorates rapidly." In other words the case for one of the more computer intensive methods outlined in

Section 5.6 becomes stronger.

Other things being equal, an AR coe�cient, �; close to one tends to favor QML because the autocor-

relations are slow to die out and are hence captured less well by the moments used in GMM. For the same

reason, GMM is likely to be rather poor in estimating a long memory model.
The attraction of QML is that it is very easy to implement and it extends easily to more general models,

for example nonstationary and multivariate ones. At the same time, it provides �ltered and smoothed
estimates of the state, and predictions. The one-step ahead prediction errors can also be used to construct

diagnostics, such as the Box-Ljung statistic, though in evaluating such tests it must be remembered that
the observations are non-normal. Thus even if the hyperparameters are eventually estimated by another
method, QML may have a valuable role to play in �nding a suitable model speci�cation.

5.3 Continuous Time GMM

Hansen and Scheinkman (1995) propose to estimate continuous time di�usions using a GMM procedure
speci�cally tailored for such processes. In section 5.1 we discussed estimation of SV models which are either
explicitly formulated as discrete time processes or else are discretizations of the continuous time di�usions.
In both cases inference is based on minimizing the di�erence between unconditional moments and their
sample equivalent. For continuous time processes Hansen and Scheinkman (1995) draw directly upon the

di�usion rather than its discretization to formulate moment conditions. To describe the generic setup of
the method they proposed let us consider the following (multivariate) system of n di�usion equations:

dyt = �(yt; �)dt+ �(yt; �)dWt (5.3.1)

A comparison with the notation in section 2 immediately draws attention to certain limitations of the

setup. First, the functions �� (�) � �(�; �) and �� (�) � � (�; �) are parameterized by yt only which restricts
the state variable process Ut in section 2 to contemporaneous values of yt. The di�usion in (5.3.1) involves

a general vector process yt, hence yt could include a volatility process to accommodate SV models. Yet,
the yt vector is assumed observable. For the moment we will leave these issues aside, but return to them

at the end of the section. Hansen and Scheinkman (1995) consider the in�nitesimal operator A de�ned for
a class of square integrable functions ': IRn ! IR as follows:

A�' (y) =
d' (y)

dy0
�� (y) +

1

2
Tr

 
�� (y)�

0

� (y)
d2' (y)

dydy0

!
: (5.3.2)

Because the operator is de�ned as a limit, namely :

A�' (y)=lim
t!0

t�1[ IE ('(yt)j yo = y)�y],
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it does not necessarily exist for all square integrable functions ' but only for a restricted domain D. A set

of moment conditions can now be obtained for this class of functions ' 2 D. Indeed, as shown for instance

by Revuz and Yor (1991), the following equalities hold :

EA�' (yt) = 0; (5.3.3)

E [A�' (yt+1) ~' (yt)� ' (yt+1)A
�

� ~' (yt)] = 0; (5.3.4)

where A�
� is the adjoint in�nitesimal operator of A� for the scalar product associated with the invariant

measure of the process y.36 By choosing an appropriate set of functions, Hansen and Scheinkman exploit

moment conditions (5.3.3) and (5.3.4) to construct a GMM estimator of �.

The choice of the function ' 2 D and e' 2 D� determines what moments of the data are used to estimate

the parameters. This obviously raises questions regarding the choice of functions to enhance e�ciency of

the estimator but �rst and foremost also the identi�cation of � via the conditions (5.3.3) and (5.3.4). It
was noted in the beginning of the section that the multivariate process yt, in order to cover SV models,
must somehow include the latent conditional variance process. Gouri�eroux and Monfort (1994, 1995) point
out that since the moment conditions based on ' and e' cannot include any latent process it will often
(but not always) be impossible to attain identi�cation of all the parameters, particularly those governing

the latent volatility process. A possible remedy is to augment the model with observations indirectly
related to the latent volatility process, in a sense making it observable. One possible candidate would be
to include in yt both the security price and the Black-Scholes implied volatilities obtained through option
market quotations for the underlying asset. This approach is in fact suggested by Pastorello, Renault and
Touzi (1993) although not in the context of continuous time GMM but instead using indirect inference

methods which will be discussed in section 5.5.37 Another possibility is to rely on the time deformation
representation of SV models as discussed in the context of continuous time GMM by Conley et al. (1995).

5.4 Simulated Method of Moments

The estimation procedures discussed so far do not involve any simulation techniques. From now on we
cover methods combining simulation and estimation beginning with the simulated method of moments

(SMM) estimator, which is covered by Du�e and Singleton (1993) for time series processes.38 In section
5.1 we noted that GMM estimation of SV models is based on minimizing the distance between a set of
chosen sample moments and unconditional population moments expressed as analytical functions of the

model parameters. Suppose now that such analytical expressions are hard to obtain. This is particularly

the case when such expressions involve marginalizations with respect to a latent process such a stochastic
volatility process. Could we then simulate data from the model for a particular value of the parameters and

match moments from the simulated data with sample moments as a substitute? This strategy is precisely
what SMM is all about. Indeed, quite often it is fairly straightforward to simulate processes and therefore

take advantage of the SMM procedure. Let us consider again as point of reference and illustration the

36Please note that A�� is again associated with a domain D� so that ' 2 D and ~' 2 D� in (5.3.4).
37It was noted in section 2.1.3 that implied volatilities are biased. The indirect inference procedures used by Pastorello,

Renault and Touzi (1993) can cope with such biases, as will be explained in section 5.5. The use of option price data is
further discussed in section 5.7.

38SMM was originally proposed for cross-section applications, see Pakes and Pollard (1989) and McFadden (1989). See
also Gouri�eroux and Monfort (1993a).
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(multivariate) di�usion of the previous section (equation (5.3.1)) and conduct H simulations i = 1; :::;H

using a discretization:

�byit (�) = � (byit (�) ; �) + � (byit (�) ; �) "t and i = 1; :::;H and t = 1; :::; T

where byt (�) are simulated given a parameter � and "t is i.i.d. Gaussian.
39 Subject to identi�cation and

other regularity conditions one then considers

b�HT = Argmin
�
k f (y1; :::yT)� 1

H

HX
i=1

f
�byi1 (�) ; :::; byiT (�)� k

with a suitable choice of norm, i.e. weighting matrix for the quadratic form as in GMM, and function f

of the data, i.e. moment conditions. The asymptotic distribution theory is quite similar to that of GMM,

except that simulation introduces an extra source of random error a�ecting the e�ciency of the SMM

estimator in comparison to its GMM counterpart. The e�ciency loss can be controlled by the choice of

H.40

5.5 Indirect Inference and Moment Matching

The key insight of the indirect inference approach of Gouri�eroux, Monfort and Renault (1993) and the

moment matching approach of Gallant and Tauchen (1994) is the introduction of an auxiliary model
parameterized by a vector, say �, in order to estimate the model of interest. In our case the latter is the
SV model.41 In the �rst subsection we will describe the general principle while a second one will focus
exclusively on estimating di�usions.

5.5.1 The Principle

We noted at the beginning of section 5 that ARCH type models are relatively easy to estimate in comparison
to SV models. For this reason an ARCH type model may be a possible candidate as an auxiliary model. An

alternative strategy would be to try to summarize the features of the data via a SNP density as developed
by Gallant and Tauchen (1989). This empirical SNP density, or more speci�cally its score, could also ful�ll
the role of auxiliary model. Other possibilities could be considered as well. The idea is then to use the
auxiliary model to estimate �, so that:

b�T = Argmax
�

TX
t=1

log f� (yt j yt�1; �) (5.5.1)

where we restrict our attention here to a simple dynamic model with one lag for the purpose of illustration.
The objective function f� in (5.5.1) can be a pseudo-likelihood function when the auxiliary model is
deliberately misspeci�ed to facilitate estimation. As an alternative f� can be taken from the class of SNP

densities.42 Gouri�eroux, Monfort and Renault then propose to estimate the same parameter vector � not

39We discuss in detail the simulation techniques in the next section. Indeed, to control for the discretization bias, one has
to simulate with a �ner sampling interval.

40The asymptotic variance of the SMM estimator depends on H through a factor(1 + H�1), see e.g. Gouri�eroux and
Monfort (1995).

41It is worth noting that the simulation based inference methods we will describe here are applicable to many other types
of models for cross-sectional, time series and panel data.

42The discussion should not leave the impression that the auxiliary model can only be estimated via ML-type estimators.
Any root T consistent asymptotically normal estimations procedure may be used.
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using the actual sample data but instead using samples fbyit (�)gTt=1 simulated i = 1; :::H times drawn from

the model of interest given �. This yields a new estimator of �, namely:

b�HT (�) = Argmax
�

(1=H)
HX
i=1

TX
t=1

log f�
�byit (�) j byit�1 (�) ; �� . (5.5.2)

The next step is to minimize a quadratic distance using a weighting matrix WT to choose an indirect

estimator of � based on H simulation replications and a sample of T observations, namely:

b�HT = Argmin
�

�b�T � b�HT (�)
�0
WT

� b�T � b�HT (�)
�

(5.5.3)

The approach of Gallant and Tauchen (1994) avoids the step of estimating b�HT (�) by computing the

score function of f� and minimizing a quadratic distance similar to (5.5.3) but involving the score function

evaluated at b�T and replacing the sample data by simulated series generated by the model of interest.

Under suitable regularity conditions the estimator b�HT is root T consistent and asymptotically normal. As
with GMM and SMM there is again an optimal weighting matrix. The resulting asymptotic covariance
matrix depends on the number of simulations in the same way the SMM estimator depends on H.

Gouri�eroux, Monfort and Renault (1993) illustrated the use of indirect inference estimator with a simple

example that we would like to brie
y discuss here. Typically AR models are easy to estimate while MA
models require more elaborate procedures. Suppose the model of interest is a moving average model of
order one with parameter �. Instead of estimating the MA parameter directly from the data they propose
to estimate an AR(p.) model involving the parameter vector �. The next step then consists of simulating
data using the MA model and proceed further as described above.43 They found that the indirect inference

estimator for b�HT appeared to have better �nite sample properties than the more traditional maximum
likelihood estimators for the MA parameter. In fact the indirect inference estimator exhibited features
similar to the median unbiased estimator proposed by Andrews (1993). These properties were con�rmed
and clari�ed by Gouri�eroux, Renault and Touzi (1994) who studied the second order asymptotic expansion
of indirect inference estimators and their ability to reduce �nite sample bias.

5.5.2 Estimating Di�usions

Let us consider the same di�usion equation as in section 5.3 which dealt with continuous time GMM,
namely:

dyt = � (yt; �) dt+ � (yt; �) dWt (5.5.4)

In section 5.3 we noted that the above equation holds under certain restrictions such as the functions
� and � being restricted to yt as arguments. While these restrictions were binding for the setup of section

5.3 this will not be the case for the estimation procedures discussed here. Indeed, equation (5.5.4) is only
used as an illustrative example. The di�usion is then simulated either via exact discretizations or some

type of approximate discretization (e.g. Euler or Mil'shtein, see Pardoux and Talay (1985) or Kloeden and

Platten (1992) for further details). More precisely we de�ne the process y
(�)
t such that:

43Again one could use a score principle here, following Gallant and Tauchen (1994). In fact in a linear Gaussian setting
the SNP approach to �t data generated by a MA (1) model would be to estimate on AR(p) model. Ghysels, Khalaf and
Vodounou (1994) provide a more detailed discussion of score-based and indirect inference estimators of MA models as well
as their relation with more standard estimators.
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(�)
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�
�1=2"

(�)
(k+1)� (5.5.5)

Under suitable regularity conditions (see for instance Strook and Varadhan (1979)) we know that the

di�usion admits a unique solution (in distribution) and the process y
(�)
t converges to yt as � goes to zero.

Therefore one can expect to simulate yt quite accurately for � su�ciently small. The auxiliary model may

be a discretization of (5.5.4) choosing � = 1. Hence, one formulates a ML estimator based on the nonlinear

AR model appearing in (5.5.5) setting � = 1. To control for the discretization bias one can simulate the

underlying di�usion with � = 1=10 or 1=20, for instance, and aggregate the simulated data to correspond

with the sampling frequency of the DGP. Broze, Scaillet and Zako��an (1994a) discuss of the simulation

step size on the asymptotic distribution.

The use of simulation-based inference methods becomes particularly appropriate and attractive when

di�usions involve latent processes, such as is the case with SV models. Gouri�eroux and Monfort (1994,

1995) discuss several examples and study their performance via Monte Carlo simulation. It should be
noted that estimating the di�usion at a coarser discretization is not the only possible choice of auxiliary
model. Indeed, Pastorello, Renault and Touzi (1993), Engle and Lee (1994) and Gallant and Tauchen
(1994) suggest the use of ARCH-type models.

There have been several successful applications of these methods to �nancial time series. They include

Broze et al.(1994b), Engle and Lee (1994), Gallant, Hsieh and Tauchen (1994), Gallant and Tauchen (1994,
1995), Ghysels, Gouri�eroux and Jasiak (1995b), Ghysels and Jasiak (1994a and b), Pastorello et al. (1993),
among others.

5.6 Likelihood-based and Bayesian Methods

In a Gaussian linear state space model the likelihood function is constructed from the one step ahead
prediction errors. This prediction error decomposition form of the likelihood is used as the criterion
function in QML, but of course it is not the exact likelihood in this case. The exact �lter proposed
by Watanabe (1993) will, in principle, yield the exact likelihood. However, as was noted in section 3.4.2,

because this �lter uses numerical integration, it takes a long time to compute and if numerical optimization
is to be carried out with respect to the hyperparameters it becomes impractical.

Kim and Shephard (1994) work with the linear state space form used in QML but approximate the
log(�2) distribution of the measurement error by a mixture of normals. For each of these normals, a

prediction error decomposition likelihood function can be computed. A simulated EM algorithm is used

to �nd the best mixture and hence calculate approximate ML estimates of the hyperparamaters.
The exact likelihood function can also be constructed as a mixture of distributions for the observations

conditional on the volatilities, that is

L(y;�; �2�; �
2) =

Z
p(yjh)p(h)dh

where y and h contain the T elements of yt and ht respectively. This expression can be written in terms of
the �20t s; rather than their logarithms, the h0ts; but it makes little di�erence to what follows. Of course the
problem is that the above likelihood has no closed form, so it must be calculated by some kind of simulation

method. Excellent discussions can be found in Shephard (1995) and in Jacquier, Polson and Rossi (1994),

including the comments. Conceptually, the simplest approach is to use Monte Carlo integration by drawing
from the unconditional distribution of h for given values of the parameters,(�; �2�; �

2); and estimating the
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likelihood as the average of the p(yjh)0s. This is then repeated, searching over �; �2� until the maximum

of the simulated likelihood is found. As it stands this procedure is not very satisfactory, but it may be

improved by using ideas of importance sampling. This has been implemented for ML estimation of SV

models by Danielsson and Richard (1993) and Danielsson (1994). However, the method becomes more

di�cult as the sample size increases.

A more promising way of attacking likelihood estimation by simulation techniques is to use Markov

Chain Monte Carlo (MCMC) to draw from the distribution of volatilities conditional on the observations.

Ways in which this can be done were outlined in sub-section 3.4.2 on nonlinear �lters and smoothers. Kim

and Shephard (1994) suggest a method of computing ML estimators by putting their multimove algorithm

within a simulated EM algorithm. Jacquier, Polson and Rossi (1994) adopt a Bayesian approach in

which the speci�cation of the model has a hierarchical structure in which a prior distribution for the

hyperparameters, ' = (��; �; �)
0

, joins the conditional distributions, yj h and h j '. (Actually the �
0

ts

are used rather than the h
0

ts). The joint posterior of h and ' is proportional to the product of these

three distributions, that is p (h; 'jy) / p(yjh)p (hj') p ('). The introduction of h makes the statistical
treatment tractable and is an example of what is called data augmentation; see Tanner and Wong (1987).
From the joint posterior, p (h; 'jy), the marginal p (hjy) solves the smoothing problem for the unobserved
volatilities, taking account of the sampling variability in the hyperparameters. Conditional on h, the

posterior of '; p ('jh; y) is simple to compute from standard Bayesian treatment of linear models. If it
were also possible to sample directly from p (hj'; y) at low cost, it would be straightforward to construct
a Markov chain by alternating back and forth drawing from p ('jh; y) and p (hj'; y). This would produce
a cyclic chain, a special case of which is the Gibbs sampler. However, as was noted in sub-section 3.4.2,
Jacquier, Polson and Rossi (1994) show that it is much better to decompose p (hj'; y) into a set of univariate
distributions in which each ht, or rather �t, is conditioned on all the others.

The prior distribution for !, the parameters of the volatility process in JPR (1994), is the standard
conjugate prior for the linear model, a (truncated) Normal-Gamma. The priors can be made extremely
di�use while remaining proper. JPR conduct an extensive sampling experiment to document the per-
formance of this and more traditional approaches. Simulating stochastic volatility series, they compare

the sampling performances of the posterior mean with that of the QML and GMM point estimates. The
MCMC posterior mean exhibit root mean squared errors anywhere between half and a quarter of the size of
the GMM and QML point estimates. Even more striking are the volatility smoothing performance results.
The root mean squared error of the posterior mean of ht produced by the Bayesian �lter is 10% smaller

than the point estimate produced by an approximate Kalman �lter supplied with the true parameters.

Shephard and Kim in their comment of JPR (1994) point out that for very high � and small ��, the rate
of convergence of the JPR algorithm will slow down. More draws will then be required to obtain the same

amount of information. They propose to approximate the volatility disturbance with a discrete mixture
of normals. The bene�t of the method is that a draw of the vector h is then possible, faster than T draws

from each ht. However this is at the cost that the draws navigate in a much higher dimensional space due
to the discretisation e�ected. Also, the convergence of chains based upon discrete mixtures is sensitive to

the number of components and their assigned probability weights. Mahieu and Schotman (1994) add some
generality to the Shephard and Kim idea by letting the data produce estimates of the characteristics of

the discretized state space (probabilities, mean and variance).

The original implementation of the JPR algorithm was limited to a very basic model of stochastic
volatility, AR(1) with uncorrelated mean and volatility disturbances. In a univariate setup, correlated

disturbances are likely to be important for stock returns, i.e., the so called leverage e�ect. The evidence in

Gallant, Rossi, and Tauchen (1994) also points at non normal conditional errors with both skewness and
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kurtosis. Jacquier, Polson, and Rossi (1995a) show how the hierarchical framework allows the convenient

extension of the MCMC algorithm to more general models. Namely, they estimate univariate stochastic

volatility models with correlated disturbances, and skewed and fat-tailed variance disturbance, as well as

multivariate models. Alternatively, the MCMC algorithm can be extended to a factor structure. The

factors exhibit stochastic volatility and can be observable or non observable.

5.7 Inference and Option Price Data

Some of the continuous time SVmodels currently found in the literature were developed to answer questions

regarding derivative security pricing. Given this rather explicit link between derivates and SV di�usions it is

perhaps somewhat surprising that relatively little attention has been paid to the use of option price data to

estimate continuous time di�usions. Melino (1994) in his survey in fact notes: \Clearly, information about

the stochastic properties of an asset's price is contained both in the history of the asset's price and the price

of any options written on it. Current strategies for combining these two sources of information, including
implicit estimation, are uncomfortably ad hoc. Statistically speaking, we need to model the source of the
prediction errors in option pricing and to relate the distribution of these errors to the stock price process.
For example implicit estimation, like computation of BS implied volatilities, is certainly uncomfortably

ad hoc from a statistical point of view. In general, each observed option price introduces one source of
prediction error when compared to a pricing model. The challenge is to model the joint nondegenerate
probability distribution of options and asset prices via a number of unobserved state variables. This
approach has been pursued in a number of recent papers, including Christensen (1992), Renault and Touzi
(1992), Pastorello et al. (1993), Duan (1994) and Renault (1995).

Christensen (1992) considers a pricing model for n assets as a function of a state vector xt which
is (l+ n) dimensional and divided in a l-dimensional observed (zt) and n-dimensional unobserved (!t)
component. Let pt be the price vector of the n assets, then:

pt = m (zt; !t; �) (5.7.1)

Equation (5.7.1) provides a one-to-one relationship between the n latent state variables !t and the
n observed prices pt, for given zt and �. From a �nancial viewpoint, it implies that the n assets are
appropriate instruments to complete the markets if we assume that the observed state variables zt are
already mimicked by the price dynamics of other (primitive) assets. Moreover, from a statistical viewpoint

it allows full structural maximum likelihood estimation provided the log-likelihood function for observed

prices can be deduced easily from a statistical model for xt. For instance, in a Markovian setting where,
conditionally on x0, the joint distribution of xT1 = (xt)1�t�T is given by the density:

fx
�
xT1 jx0; �

�
=

TY
t=1

f (zt; !t jzt�1; !t�1; � ) (5.7.2)

the conditional distribution of data DT
1 = (pt; zt)1�t�T givenD0 = (p0; z0) is obtained by the usual Jacobian

formula:

fD
�
DT

1 jD0; �
�

=
TQ
t=1

f
h
zt;m

�1
� (zt; pt)

���zt�1;m�1
� (zt�1; pt�1) ; �

i
x���r!m

�
zt;m

�1
� (zt; pt) ; �

�����1 (5.7.3)
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where m�1
� (z; :) is the !-inverse of m (z; :; �) de�ned formally by m�1

� (z;m (z; !; �)) = ! while r!m (�)
represents the columns corresponding to ! of the Jacobian matrix. This MLE using price data of derivatives

was proposed independently by Christensen (1992) and Duan (1994). Renault and Touzi (1992) were

instead more speci�cally interested in the Hull and White option pricing formula with: zt = St observed

underlying asset price, and !t = �t unobserved stochastic volatility process. Then with the joint process

xt = (St; �t) being Markovian we have a call price of the form:

Ct = m (xt; �;K)

where � =
�
�

0

; 

0

�
involves two types of parameters: (1) the vector � of parameters describing the dynamics

of the joint process xt = (St; �t) which under the equivalent martingale measure allows to compute the

expectation with respect to the (risk-neutral) conditional probability distribution of 
2 (t; t+ h) given �t;

and (2) the vector 
 of parameters which characterize the risk premia determining the relation between

the risk neutral probability distribution of the x process and the Data Generating Process.
Structural MLE is often di�cult to implement. This motivated Renault and Touzi (1992) and Pas-

torello, Renault and Touzi (1993) to consider less e�cient but simpler and more robust procedures involving

some proxies of the structural likelihood (5.7.3).
To illustrate these procedures let us consider the standard log-normal SV model in continuous time:

d log �t = k (a� log �t) dt+ cdW �
t . (5.7.4)

Standard option pricing arguments allow us to ignore misspeci�cations of the drift of the underlying

asset price process. Hence, a �rst step towards simplicity and robustness is to isolate from the likelihood
function the volatility dynamics, namely:

nY
i=1

�
2�c2

�� 1

2 exp
�
�
�
2c2
��1 �

log �ti � e�k�t log �ti�1 � a
�
1� e�k�t

���2
(5.7.5)

associated with a sample �ti; i = 1; : : : ; n and ti � ti�1 = �t. To approximate this expression one can
consider a direct method, as in Renault and Touzi (1992) or an indirect method, as in Pastorello et al.
(1993). The former involves calculating implied volatilities from the Hull and White model to create pseudo

samples �ti parameterized by k, a and c and computing the maximum of (5.7.5) with respect to those three

parameters.44 Pastorello et al. (1993) proposed several indirect inference methods, described in section
5.5, in the context of (5.7.5). For instance, they propose to use an indirect inference strategy involving
GARCH(1,1) volatility estimates obtained form the underlying asset (also independently suggested by

Engle and Lee (1994)). This produces asymptotically unbiased but rather ine�cient estimates. Pastorello

et al. indeed �nd that an indirect inference simpli�cation of the Renault and Touzi direct procedure
involving option prices is far more e�cient. It is a clear illustration of the intuition that the use of option

price data paired with suitable statistical methods should largely improve the accuracy of estimating
volatility di�usion parameters.

5.8 Regression Models with Stochastic Volatility

A single equation regression model with stochastic volatility in the disturbance term may be written

44The direct maximization of (5.7.5) using BS implied volatilities has also been proposed, see e.g. Heynen, Kemna and
Vorst (1994). Obviously the use of BS implied volatility induces a misspeci�cation bias due to the BS model assumptions.
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yt = x0t� + ut; t = 1; :::; T; (5.8.1)

where yt denotes the t� th observation, xt is a k � 1 vector of explanatory variables, � is a k � 1 vector

of coe�cients and ut = �"t exp (0:5ht) as discussed in section 3: As a special case, the observations may

simply have a non-zero mean so that x0t� =�8t.
Since ut is stationary, an OLS regression of yt on xt yields a consistent estimator of �. However it is

not e�cient.

For given values of the SV parameters, � and �2�; a smoothed estimator of ht, htjT ; can be computed

using one of the methods outlined in section 3.4. Multiplying (5.8.1) through by exp(�:5htjT ) gives

~yt = ~x0t� + ~ut; t = 1; :::; T (5.8.2)

where the fut's can be thought of as heteroskedasticity corrected disturbances. Harvey and Shephard (1993)
show that these disturbances have zero mean, constant variance and are serially uncorrelated and hence
suggest the construction of a feasible GLS estimator

~� =

"
TX
t=1

e�htjT xtx
0

t

#�1 TX
t=1

e�htjT xtyt (5.8.3)

In the classical heteroskedastic regression model ht is deterministic and depends on a �xed number of
unknown parameters. Because these parameters can be estimated consistently, the feasible GLS estimator

has the same asymptotic distribution as the GLS estimator. Here ht is stochastic and the MSE of its
estimator is of O(1). The situation is therefore somewhat di�erent. Harvey and Shephard (1993) show
that, under standard regularity conditions on the sequence of xt, e� is asymptotically normal with mean �
and a covariance matrix which can be consistently estimated by

g
avar( e�) = "

TX
t=1

e�htjT xtx
0

t

#�1 TX
t=1

(yt � x0t
~�)2e�2htjT xtx

0

t

"
TX
t=1

e�htjT xtx
0

t

#�1
(5.8.4)

When htjT is the smoothed estimate given by the linear state space form, the analysis in Harvey and
Shephard (1993) suggests that, asymptotically, the feasible GLS estimator is almost as e�cient as the
GLS estimator and considerably more e�cient than the OLS estimator. It would be possible to replace
exp(htjT ) by a better estimate computed from one of the methods described in section 3.4 but this may

not have much e�ect on the e�ciency of the resulting feasible GLS estimator of �:

When ht is nonstationary, or nearly nonstationary, Hansen (1995) shows that it is possible to construct

a feasible adaptive least squares estimator which is asymptotically equivalent to GLS.

6 Conclusions

No survey is ever complete. There are two particular areas we expect to 
ourish in the years to come but

which we were not able to cover. The �rst is the area of market microstructures which is well surveyed in a
recent review paper by Goodhart and O'Hara (1995). With the ever increasing availability of high frequency

data series, we anticipate more work involving game theoretic models. These can now be estimated because

of recent advances in econometric methods, similar to those enabling us to estimate di�usions. Another

area where we expect interesting research to emerge is that involving nonparametric procedures to estimate
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SV continuous time and derivative securities models. Recent papers include Ait-Sahalia (1994), Ait-Sahalia

et al. (1994), Bossaerts, Hafner and H�ardle (1995), Broadie et al. (1995), Conley et al. (1995), Elsheimer

et al. (1995), Gouri�eroux, Monfort and Tenreiro (1994), Gouri�eroux and Scaillet (1995), Hutchinson, Lo

and Poggio (1994), Lezan et al. (1995), Lo (1995), Pagan and Schwert (1992).

Research into the econometrics of Stochastic Volatility models is relatively new. As our survey has

shown, there has been a burst of activity in recent years drawing on the latest statistical technology. As

regards the relationship with ARCH, our view is that SV and ARCH are not necessarily direct competitors,

but rather complement each other in certain respects. Recent advances such as the use of ARCH models

as �lters, the weakening of GARCH and temporal aggregation and the introduction of nonparametric

methods to �t conditional variances, illustrate that a uni�ed strategy for modelling volatility needs to

draw on both ARCH and SV.
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